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Conventions

0.1 Transcription

Three main writing systems are used for the object languages in this book. The default is simplified,
phonological IPA for both Chintang and Nepali. A further simplified, ASCII-compatible alphabet
is used for a few frequent proper names such as Chintang and Nepali, which it would be cumber-
some to write differently. Finally, the International Alphabet of Sanskrit Transliteration (IAST) is
used for writing proper names outside examples and for historical materials. IAST can capture all
graphemic distinctions made in Devanagari, the native script of Nepali (and of Chintang as far as
it is written), which is important for proper names because orthography is distinctive there and
for historical materials because we can only speculate about its pronunciation. In addition to the
three main systems, phonetic IPA and Devanagari will occasionally be used to illustrate the precise
pronunciation and graphic representation of words, respectively.

Table 1 shows the spelling of the words Chintang and Nepali in all five writing systems. The
detailed conventions for writing each language are described below.

Phonetic IPA  Phonological IPA  English Roman Devanagari [AST

['ts"intan] /chintay/ Chintang TS Chintana
[nepa:li] /nepali/ Nepali qqTAT Nepali

Table 1: Spelling the words Chintang and Nepali

Chintang was not written at all before its linguistic description. The only exception were proper
names used by the Nepali administration and therefore written in Devanagari. The version of the
IPA 1 use here is the one developed by the Chintang and Puma Documentation Project (CPDP,
Volkswagenstiftung DoBeS programme, grant no. I1/79 092, 2004-2008). It is shown in Table 2. The
recent Chintang-Nepali-English dictionary by Rat et al. (2011) uses Devanagari with some special
conventions. This system is likely to be taken over by the Chintana Bhasa Samskrti tatha Sahitya
Parisada (‘Chintang Language Culture and Literature Council’), which is planning to introduce
Chintang classes in schools. It is also shown below for the sake of interest.

Phonetic IPA  Phonological IPA  English Roman Devanagari

p p p q
p" ph ph &
b b b El
bh bh bh q
m m m H
w w w q
t t t A
t th th )
d d d g

Table 2: Writing Chintang

vii



CHAPTER 0. CONVENTIONS

Phonetic IPA  Phonological IPA  English Roman Devanagari

df‘ dh dh )
n n n T
S s S q
1 1 1 T
18 1h lh T
r r T
ts c |
ts" ch ch g
dz j j &l
dz" jh jh El
j y y Bl
k k k EQd
'S kh kh 9
g g g T
g gh gh gl
0 D ng s
? ? ' :
h h h g
i i i £}
i i i 3
u u u 3
e e e T
o o o ar
a a a AT

Table 2: Writing Chintang

Nepali has a long tradition as a written language, the earliest inscriptions stemming from the
13th century AD (Hutt 1988:79). Its traditional script is Devanagari, which is also used for a couple
of other South Asian languages such as Hindi and Marathi. Presently there is no generally accepted
Devanagari standard orthography for Nepali but a multitude of competing conventions. One big
difficulty is that many words display a great degree of pronunciational variation, mainly reflecting
the education of the speaker and his knowledge of Sanskrit. For instance, the word vyavastha
‘handling’ is a loanword from Sanskrit. Its pronunciations range from the most learned variant
[uyavastta:] to the most informal [bebasta:]. Accordingly, it can be spelt <sTa®dT/vyavastha>,
<SqIEAT/ byabastha>, <A/ bebastha>, or <da&dT/bebasta>.

I will assume that the most informal variant is basic for speakers and will therefore use it for the
transcription of written examples. There are two reasons for this. One is that the pronunciational
variation found in Nepali partially seems to be induced by orthography. It can often be observed
that a speaker pronounces a word using the most informal pronunciation without caring too much
until he sees the word for the first time in a spelling close to Sanskrit, after which he will struggle
to adjust his pronunciation to the spelling. Second, “struggle” is to be taken literally here: most
speakers have great difficulties with pronouncing words the way suggested by more conservative
orthographic conventions. For instance, I have never met a Nepali speaker who could distinguish
between <3>/$ (originally [¢]), <®>/s (originally [s]), and <¥>/s (originally [s]) — in the basic vari-
ant, there is a single phoneme /s/ which is freely realised as [s] or [s]. Nevertheless, speakers
who want to present themselves as educated try to come up with some difference in words like
<¥MET>/$asana ‘rule’, pronouncing once ['sa:son], then again ['sa:son].

Table 3 shows the correspondences between Devanagari letters (in the most conservative avail-
able spelling) and the various writing systems used in this work (most importantly, phonological

viii



0.1. TRANSCRIPTION

IPA). Table 4 summarises the differences between the most conservative orthography/pronunci-
ation complex (given in IAST) and the pronunciation that is assumed to be basic here (given in
phonological IPA). The latter table also includes clusters and precise conditions for pronunciation.

Devanagari Phonetic IPA Phonological IPA  English Roman IAST

q p P p p
w p" ph ph ph
El b b b b
q bt bh/b bh bh
H m m m m
El b/w b/w b/w A
) t t t t
I th th th th
< d d d d
) dh dh/d dh dh
T n n n n
< t t t t
3 t th th th
T q d d d
[ P dh/d dh dh
il d d n n
q s S S S
a S s S $
Rl S s S S
T 1 1 1 1
T T r r r
k| ts c C C
3 ts" ch ch ch
St dz j ] j
El dz" jh/j jh jh
T J y y y
EQ k k k k
g 'S kh kh kh
T g g g g
T gh gh/g gh gh
E 1 ] ng n
g h h h h
: - - - h
) i i i i
E i i i 1
3 u u u u
£ u u u u
T e e e e
T Al Al e ai
ar o o o o
ar AU AU o au
3T A A a a
T a a a a
£ ri ri ri r
£ ri ri ri T
o - - ) m

Table 3: Writing Nepali

ix



CHAPTER 0. CONVENTIONS

Conservative orthography Conditions Basic pronunciation
bh, dh, dh, jh, gh all except #_, ' b,d, d,j, g
th s t

Vn all Vd

v {n,a} _{a,a},C_ w

v rest b

$, 8,8 all S

sC #_ isC

ks #_ ch

ks V_V cch

ksa all che

Cya, Cva #_ Ce, Co
Cya, Cva rest CCe, CCo
i1 all i

u, i all u

r, T all ri

h V.V -

h all -

m —{k. kh, g, gh} )

Table 4: “Basic” pronunciation of Nepali

0.2 Interlinearisation

Glossing generally follows the Leipzig Glossing Rules (www.eva.mpg.de/lingua/resources/glossing-
rules.php, last accessed on 18 February 2011).

While glossing Nepali is generally unproblematic, glossing Chintang is often difficult. As in
most Kiranti languages, Chintang verb forms are largely agglutinative and therefore easily seg-
mentable but at the same time grossly violate the morphological ideal of 1:1 correspondences be-
tween segments and functions. Not only can one portmanteau affix mark several functions, often
a single function is marked by several affixes, too. On the one hand, the absence of an affix can
mark a function; on the other hand, a visible affix often marks nothing at all (i.e. marking may be
redundant). There are complex dependencies between markers so that one affix may mark notably
different functions in combination with different affixes, and one function may be expressed by
different combinations of markers depending on other functions to be expressed.

There are two options for rendering this complexity in glosses. One is to take a paradigmatic
approach, that is, to take every segment and gloss what is common to all paradigm cells it occurs in.
For instance, the marker -i appears in the scenarios 1piS, 1peS, 2pS, and 2pO, so its paradigmatic
function is [1/2pS/0O).! By contrast, a syntagmatic approach looks at the function of a concrete
verb form as a whole and glosses what each marker contributes to it. Depending on the verb
form, -i might then, for instance, be glossed as [1piS] (without further agreement affixes) or [p] (in
combination with the prefix a- [2S]). This approach also glosses functions that are not represented
by any segment but are marked by the form as a whole.

The present work uses syntagmatic glosses because they generally make it easier to understand
the meaning of a verb form. Information that is not part of the paradigmatic function of a marker
or marked by the form as a whole is added in square brackets. Redundantly marked information is
left away when it can easily be gathered from another marking locus.

Below are two examples for constructed Chintang verb forms glossed in two different ways.
The paradigmatic approach is illutrated by (1a) and (2a), the syntagmatic approch by (1b) and (2b).

1-i cannot be viewed as a general marker of plural since it doesn’t occur in all plural cells.


www.eva.mpg.de/lingua/resources/glossing-rules.php
www.eva.mpg.de/lingua/resources/glossing-rules.php

0.3. ABBREVIATIONS

(1) a.  copt-a-n-u-mh-a
look.at-IMP-2/3p-30-1/2nsA-IMP
‘look at him’
b.  copt-a-n-u-mh-a
look.at-IMP-2p-3[s]O-2pA-IMP
‘look at him’

(2) a.  tham
fall
‘he might fall’
b. tham
fall[ NPST.SUBJ.3s]
‘he might fall’

0.3 Abbreviations

The following abbreviations are used:

1 first person CONJ.PTCP  conjunctive participle

2 second person CONT continuous

3 third person CcOopP copula

A transitive agent CTOP contrastive topic

ABESS abessive CVB converb

ABL ablative CVB.BGR backgrounding converb
ACC accusative CVB.FGR foregrounding converb
ACCESS accessible DAGR differential agreement
ACROSS horizontal movement DAM differential agent marking
ACTPTCP active participle DAT dative

ADD additive DEF definite

ADESS adessive DEM demonstrative

AD]J adjective DIR direction; direct case
ADV adverb DIST distal

ADVZ adverbialiser DISTR distributional

AFF affirmative DOI differential object indexing
AGR agreement DOM differential object marking
AMOUNT amount DOWN vertical movement down
ANTE antessive DYSF dysfunctional

ARG argument e exclusive

ASS assertive EQU equative

ATTN attentional ERG ergative

AUX auxiliary EXP experiencer/experiential
AWAY metaphorical movement away EXT extensional

BEN benefactive EXTRA extraessive

CAUS causative F feminine

CHAR.PTCP  characteristic participle FILLER filler

CIT citation particle FIN final case

CIT.ADN adnominal citation FOC focus

CLF classifier FUT future

COM comitative G ditransitive goal (~ recipient)
COMP comparative GEN genitive

COMPL completive HAB habitual

CON conative H honorific

CONCS concessive HH high honorific

COND conditional HON honorific

Xi
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HUM.CLF
i

IA

IDF
IMP

IN

IND
INF
INSIST
INST
INTENS
INTRA
IPFV
IRR
ITR
LH
LNK
LOC
MED
METHOD
MH
MIA
MIR
MOD

n

N
N.EXP
NA
NAMENTVZ
NEXT
NFUT
NIA
NMLZ
NNOM
NOM
NONF
NP
NPST
NSAP
NTVZ
NVOL
O

OBL
OIA
OPT
ORD
ouT

P
P

xii

human classifier
inclusive
Indo-Aryan
indefinite
imperative
metaphorical movement IN
indicative
infinitive

insistive
instrumental
intensification
intraessive
imperfective
irrealis

intransitive

low honorific
linker

locative

medial

method

mid honorific
Middle Indo-Aryan
mirative

modalis

neuter

noun

experiential noun
not applicable
name nativiser
next step
non-future

New Indo-Aryan
nominaliser
non-nominative
nominative
non-finite

noun phrase
nonpast
non-speech act participant
nativiser
non-volitional
object (as grammatical relation)
oblique case

Old Indo-Aryan
optative

ordinal number
metaphorical movement ouT
plural

transitive patient

PASS
PERL
PL
POR
POSS
POST
PRF
PRFV
PROB.FUT
PROG
PROX
PRS
PRS.PRF
PST
PTCP
PURP
PVB

Q
QTAG
RECNF
RECP
REF
REFL

SORT
SUB
SUB]J
SUPER
SURP

TEL
TERM
TMA
TMP
TR
TRANS
UP

V.NTVZ

passive

perlative

plural

possessor
possessive
postessive

perfect

perfective
probable future
progressive
proximate

present tense
present perfect
past tense
participle
purposive

preverb
interrogative stem
question tag
reconfirmative
reciprocal
referential
reflexive

relative
reportative
restrictive
retrieval instruction
singular
intransitive subject
speech act participant
sequentialiser
singular

sortal

subessive
subjunctive
superessive
surprise
ditransitive theme
telic

terminative
tense-mood-aspect
temporal
transitive
translative

vertical movement up
verb

verbal nativiser
verb stem



0.4. SOURCES OF DATA

0.4 Sources of data

All examples in this text contain a source indication. This may be a corpus or my own elicitation
data and field notes. In the case of corpus data, the name of the source file and the record or
sentence number from which the example was taken are given. Examples from elicitation contain
a code for the informant and the time of the interview. Field notes only show the time when they
were taken. Linguistic statements on Chintang and Nepali that do not contain a source indication
are based on my own work.

All corpus examples for Chintang are taken from the Chintang Language Corpus (CLC). The
compilation of this corpus started during the Chintang and Puma Documentation Project (CPDP,
Volkswagenstiftung DoBeS programme, grant no. II/79 092, 2004-2008) and is still being continued
with financing from several collaborative projects together referred to as Chintang Language Re-
search Programme (www.spw.uzh.ch/clrp). Part of the Chintang Corpus has been made publicly
accessible at the Language Archive of the Max-Planck institute Nijmegen (www.mpi.nl/research/
research-projects/the-language-archive). The complete corpus is stored at the Department of Gen-
eral Linguistics at the University of Zurich (www.spw.uzh.ch).

All corpus examples for Nepali are from a modified version of the Nepali National Corpus
(NNC). The NNC was originally compiled by the Bhasha Sanchar project (www.bhashasanchar.org)
with funding from several sources. Since the original version of the NNC contained various file
formats and encodings, all files had to be converted to the format used for most files (XML under the
XCES standard, www.xces.org) and to UTF-8. The original folder structure was converted so that
all genres (core sample prose, books, newspapers, webtext, spoken text) were located on the same
level. The modified version of the NNC is likewise stored at the Department of General Linguistics
at the University of Zurich.

Subcorpora of CLC and NNC have been annotated for various variables relevant for the present
work in order to back up the qualitative discussion with quantitative data. Details on the annotation
as well as on the linguistic results can be found in the dedicated sections 2.7 and 3.6. The full
annotation guidelines are given in the Appendices A and B.

Both corpora are sociolinguistically diverse, featuring speakers of various ages, genders, social
backgrounds etc. A peculiarity of the CLC is that it contains large amounts of child speech (marked
by “CL” in the session names) due to the focus on language acquisition during CPDP. The inclusion
of these data is, however, unproblematic, because the morphosyntax of Chintang child speech is
not different from that of adults’ speech — the main areas of divergence are phonology and in the
lexicon.
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Chapter 1

Preliminary considerations

1.1 A quick introduction to the problem

If the only task of morphosyntax was to indicate the oft-cited “who does what to whom”, one
would expect that knowing the participants of an event and their roles would be sufficient for
determining the basic makeup of a sentence. In reality, however, role is tangled up with properties
of the referent occupying the role and of other constituents in a vaste number of languages. The
role that is probably best known for this is P, which is in this context mostly talked about in terms
of the corresponding grammatical relation, i.e. as object. The best-known pattern involving P is
DIFFERENTIAL OBJECT MARKING (shortly DOM). In this pattern, the role of P is marked by different
cases depending on properties of its referent such as animacy or topicality. (1) shows a pair of
examples from Nepali, an Indo-Aryan language spoken in Nepal. The animate P manche ‘person’
in (1a) is marked by the dative suffix -lai, whereas the inanimate P bhat ‘rice’ is in the nominative
(zero) in (1b).

(1) a.  Raches-haru-le manche-lai kha-e.
ogre-PL-ERG  person-DAT eat-PST.3p
“The ogres ate somebody.
b.  Raches-haru-le bhat kha-e.
ogre-PL-ERG  rice eat-PST.3p
“The ogres had rice’ (elicitation NP 2012)

This pattern is widespread, but it is not the only one. For instance, another possible pattern is
differential object indexing, where P is indexed or not according to its referential properties. Yet
another, less well-known possibility is what may be called differential framing — patterns in which
properties of P affect several marking loci at once. This is illustrated by the sentences in (2), which
are a translation of (1) into Chintang, a Tibeto-Burman language also spoken in Nepal. While in
(2a) the A rakkasace ‘ogres’ is marked by the ergative and both A and P are indexed on the verb, A is
in the zero-marked nominative in (2b) and is the only argument linked to agreement, which looks
as if it had been triggered by an S. This pattern is called S/A DETRANSITIVISATION in the present
work:

(2) a. Rakkas-a-ce-na  ma?mi u-c-o-he.
ogre-NTVZ-ns-ERG person 3pA-eat-3[s]O-IND.PST
“The ogres ate somebody.
b.  Rakkas-a-ce kok u-ci-e.
ogre-NTVZ-ns rice 3pS-eat-IND.NPST
“The ogres had rice’ (elicitation RBK 2012)

Although the two patterns illustrated in (2) and (1) look superficially similar, they are actually very
different in many respects. While Nepali DOM is formally rather simple, S/A detransitivisation
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in Chintang is complex even in its most basic variant and has links to all areas of grammar. On
the other hand, the latter pattern is functionally simple in that it is basically governed by a single
functional variable. By contrast, Nepali DOM involves a multitude of functional factors that call for
new ways of predicting grammatical phenomena in general. Further, whereas the central variable
for Chintang is akin to specificity, most important factors in Nepali DOM come from the area of
topicality and topicworthiness.

These differences are the topic of the present study, which seeks to make contributions in two
areas. First, it describes in detail the form and function of the mentioned phenomena, DOM in
Nepali and S/A detransitivisation in Chintang. Second, it is hoped that the individual descriptions
together with a comparison of the phenomena in question can provide new insights into the na-
ture of object-conditioned differential marking patterns in general. There are several reasons why
Chintang and Nepali are highly relevant for this:

o S/A detransitivisation is not a well-known pattern, so its description may widen the horizon
of descriptions of differential marking in general.

e Nepali DOM is functionally complex and that is a property that is shared by many other
DOM systems (and maybe differential marking systems in general), so a sophisticated model
of its function may be of use for the description of other languages and phenomena, too.

e Nepali represents a frequent but Chintang a highly marginal pattern, so the comparison of
these two languages may provide hints as to which extent the typology of object-conditioned
differential marking patterns has so far been biased towards DOM and how it is possible to
integrate all such patterns into a single framework.

The advantages of the comparison of two languages are that the phenomena in question can
be studied in depth and that certain characteristics of each phenomenon become better visible
in contrast with the other language. On the other hand, the method also has its drawbacks. In
particular, this study does not provide any insights into the general typology of object-conditioned
differential marking — rather, it makes a small contribution to such a typology by exploring some
general possibilities in a nutshell.

1.2 Some basic definitions

This section provides definitions for a few basic concepts that will be used throughout this work.
Since all concepts mentioned below have been described elsewhere at book-length and this is a
descriptive rather than a theoretical study, I will keep my own thoughts rather short and just try
to make clear what I mean by each term and briefly explain why this definition is useful. The
only concept that I will discusse at some length is the one which is most important for this study,
viz. object-conditioned differential marking. There is a dedicated section (section 1.3) for this. The
general approach I take is typological, that is, I will try to define concepts in a way that maximises
comparability across languages and will adapt the description of the languages in question to this

goal.

1.2.1 Valency

The term VALENCY was borrowed into linguistics from chemistry, and is still easiest to gain an
intuitive understanding of it by looking at the chemical definition: the valency of an atom is the
number of bonds it can have to other atoms. In the case where there is only a single bond between
each pair of atoms in a larger complex, the valency of an atom equals the number of other atoms
bonded to it. This latter situation is the base for the linguistic metaphor, where the atom whose
valency is described is a predicate (usually a verb in terms of morphosyntax) and the other atoms
are referents (nouns). Different predicates intuitively have different valencies: for instance, while
it is possible to say He saw the children, *He slept the children is impossible. Thus, in these examples
see has a higher valency than sleep.
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Linguistic valency is, obviously, not as straightforward as the chemical one — it is linked to
many theoretical problems; for instance, how the valency of a predicate is to be determined, how
one can ascertain whether a referent is an ARGUMENT (i.e. “bonded” by the predicate) or not, or
whether bonding isn’t rather a gradual than a binary property. These questions are important for
the present study because objects, its central topic, can only be defined with recourse to valency.
For instance, we would like to make statements such as that the single argument of a monovalent
verb is never an object. But for this we first need to have a clear notion of what that means.

A formal definition is out of the question because languages are often incomparable with respect
to formal criteria. For instance, we could easily say that in Chintang everything is an argument
that can trigger agreement. However, if we applied the same definition to Nepali, that would make
all verbs that are bivalent in Chintang monovalent in Nepali, because Chintang has bipersonal
agreement but Nepali has not. So what we need is a functional definition that captures the intuition
that some referents have stronger “bonds” with a predicate than others. Here is the proposal:

Let there be a clause containing a predicate and at least one referent. Both predicate
and referents may be covert, but it must be possible to mention them overtly in order
to view them as contained in the clause.! Let each referent occupy a role expressing
what it does in the state of affairs coded by the clause.

Then any referent is an argument of the predicate if its role can only be determined
with reference to properties of that predicate, and the valency of the predicate is the
number of its arguments.

For instance, in Mary met Peter on the plane, the roles of Mary and Peter (let’s call them “agent”
and “patient” for the moment) can only be determined if one knows that the relevant predicate is
meet — otherwise these NPs could occupy quite different roles (cf. Mary turned around, Mary gave
Peter a turtle, Mary took Peter to the haunted house). By contrast, on the plane could be interpreted
in any clause because (almost) all states of affairs have a place.

It would be possible to view argument status as gradual based on this definition, because one
often has to know more or less about the predicate in order to determine the role of a referent. For
instance, consider the following (constructed) Chintang sentence:

(3)  Kapp-e-na phakcilek khorek-be? yuns-o-ns-e.
Kalpana-NAMENTVZ-ERG piglet ~ sty-LOC; put-3[s]O-PRF-IND.PST[.3sA]
‘Kalpana put the piglet into the sty. or ‘In the sty, Kalpana put the piglet down’

The suffix -na is polyfunctional in Chintang — it can not only mark agents, but also instruments
and causes. Kappena is therefore a prototypical case for a referential expression whose role can
only be determined with respect to the pertaining predicate, yuns-. The locative -beZ, on the other
hand, is also polyfunctional, but its functions are much less widely dispersed: it can either mark
the destination of a movement (cf. the first translation) or the place where something happens (cf.
the second translation). Both these functions could be summarised as “places”, and accordingly
-be? tells a hearer much more about the role of a referent than -pa. Although this is an interesting
possibility, we will not pursue it further here for the practical reason that binary variables are easier
to deal with. So whenever one needs to know something about a predicate in order to determine
the role of a referent we will say that that referent is an argument, no matter whether one needs
to more more or less.

Another interesting point is that although predicate properties are a precondition for deter-
mining argument roles, they are not always sufficient for that. (3) is a good example — the role
of khorekbe? stays ambiguous even at the end of the utterance. What yuns- does tell the hearer,
though, is that a destination reading is also possible (because yuns- codes a movement).

This addition is necessary to handle various cases such as diatheses which completely remove an argument, or argu-
ments which are semantically present but can never be overt. For instance, the Chintang passive participle -mayan does
not allow the overt realisation of an agent, so it would be assumed to mark a monovalent predicate here. Similarly, many
Chintang verbs with a petrified applicative suffix -t express that an action is done for somebody, but that person cannot
be expressed overtly unless one additionally uses the productive benefactive -bid. A verb like chitt- ‘wash (for somebody)’
would therefore assumed to be bivalent here.
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1.2.2 Roles

Any syntactic description must make reference to ROLEs in a wide sense when it comes to describing
phenomena like case and agreement. But what exactly is a role? Again, the history of the word
gives a good first impression. According to Weekley (1921:1246), the term “role” was borrowed into
English from French and originally referred to a roll of paper on which an actor’s text was written.
From there it got extended to what we call an actor’s role today and to the more general meaning
found in phrases like the role of sugarcane in Hawaii’s economy. The actors in a linguistic utterance
are its referents (which are not by coincidence often called actants), and the roles played by them
are semantic relations holding between them and the predicate they are associated with as well as
among themselves.

One important question is to which degree semantic roles are abstract and stereotyped. For
instance, one may describe the role of an actor in a play as Hamlet, but one may also simply say that
he is the hero. Similarly, one may describe the role of Giorgio in Giorgio repaired the coffee machine
alternatively as coffee-machine-repairer, repairer, agent, or doer. Obviously the most concrete
descriptions fit the role most closely but are at the same time not very interesting because they
don’t contain any generalisation. On the other hand, a role like “doer” is very general but runs
the risk of being so abstract that it becomes hard to define and says almost nothing. The more
abstractly one defines roles, the less roles one gets altogether: whereas there is an infinite number
of roles on the maximally fine-grained level of coffee-machine-repairer (coffee-machine-destroyer,
car-repairer etc.), an abstract role like agent already covers a large portion of the possibility space,
so that the number of other roles on the same level is naturally limited.

Most typologists today operate with a small set of roles (cf. Haspelmath 2011) whose defini-
tions are closely related to semantic transitivity in two respects: first, all polyvalent predicates
are assumed to feature an agent. Second, a special role symbol is used for monovalent predicates,
where the only argument role cannot be easily related to transitivity. Further, it is usual to restrict
the scope to argument roles, whose behaviour tends to be most idiosyncratic. The present study
also subscribes to an approach of this kind because it has proven to be well usable for language
description and comparison. More precisely, the role system used here is based on Dowty (1991),
Primus (1999), and Bickel (2011) and would be classified as a “Bickelian approach” by Haspelmath
2011. I will briefly explain this role system below.

Dowty defines only two roles, which he calls “proto-agent” and “proto-patient”. Both roles
are clusters of properties. The arguments of a “predicate with grammatical subject and object” are
checked for these properties, and the one with more proto-agent properties will become the subject
and the one with more proto-patient properties the (direct) object (p. 576). The same mechanism
is assumed to be at work in trivalent predicates, where proto-agent is mapped to subject, proto-
patient to direct object, and whatever remains to “oblique or prepositional object”. In principle it is
also possible to apply proto-roles to monovalent predicates in order to find out whether the single
argument is more agent- or more patient-like. Table 1.1 shows the properties associated with each
role.

proto-agent proto-patient

cause and effect volitional causally affected
change of state causes it undergoes it
movement relative to other participant moving stationary
experiencer properties sentient -

independent existence yes no

aspectual properties - “incremental theme”?

Table 1.1: Proto-A/P in Dowty (1991:572-573)

2An “incremental theme” is defined by Dowty as a referent that has parts that can be mapped to the parts of an action
(as in I'm reading the book, where each progress in the action of reading can be mapped to a portion of the book).
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Primus (1999) makes a couple of useful suggestions for improvements of Dowty’s approach that
I would like to take up here:

e p. 62fT:: The notions “subject” and “(direct) object” used by Dowty are not well-defined cross-
linguistically and are especially problematic in languages with ergative traits. Primus instead
speaks of the two highest-ranking coding categories of a language (where “coding category”
is a compound of case and agreement) and emphasises that these categories are assigned
based on proto-roles. She does not specify which proto-role will be mapped to which cate-
gory since this depends on alignment. The central function of proto-roles thus is two keep
two arguments apart.

e p. 37: Volition is only one aspect of the characteristics of the agent in a transitive event,
besides the ability to start, stop, and accomplish the event and the responsibility for this. All
these can be summarised under the more general concept of control.

e p. 38: Movement in the present form is not very informative, since both agents and patients
frequently move. When the movement of a referent is induced by another referent it can
be viewed as a change of state. When it is induced by itself it can be replaced by another
property which Primus calls (somewhat vaguely) “autonomous activity”.

Note that I do not take over one of Primus’ more radical ideas, viz. that proto-roles can ul-
timately be distinguished solely on the base of “their relative structural position in the thematic
structure of a verb or sentence” (Primus 1999:60). Elegant as this reduction is, it is not worked out
well by Primus herself and brings with it the practical problem that in order to determine roles one
first has to determine thematic structure, which is by far not as trivial as checking proto-role prop-
erties. This is also why I do not use Primus’ definition of Proto-Recipient, which is based precisely
on this idea (Primus 1999:55).

Some further important additions to the definition of roles used in this work are found in Bickel
(2011) and Bickel et al. (2010). Bickel (2011) brings together the Dowtyan idea of roles as property
clusters with the labels S, A, and O, which have been in wide use in syntactic typology ever since
Comrie (1978) and Dixon (1979), although with slightly different content: Comrie defined them on
the base of prototypically intransitive and transitive verbs, and for Dixon they represented complex
“semantico-syntactic” notions. Both approaches are less widely applicable than Bickel’s: while
Comrie’s approach is similar to it in making use of prototypes, it excludes less prototypical cases
from crosslinguistic comparison and thus deprives itself of a bulk of evidence.* Dixon’s approach
fails to distinguish between semantic and syntactic properties, which makes it likewise less useful,
in this case both for language comparison (where syntactic properties are seldom universal) and
description (where there are often mismatches between the two levels). Bickel takes over Dowty’s
list of proto-properties but dismisses incremental theme as based on aktionsart and therefore being
a property of the predicate rather than of a referent. I will adopt this suggestion here.

While A and O are thus defined on purely semantic grounds (A = proto-agent, O = proto-
patient), S does not have a semantic content but is a convenient label for the single argument
of a monovalent predicate. I will take over these labels here but use P instead of O because it
emphasises the relation between this role and the concept of proto-patient and because I reserve
O as an abbreviation for the grammatical relation of object (see section 1.3.3 below).

One last point we have to regard before proceeding to a summary is another critique by Haspel-
math (2011), who says on p. 18 that the Dowtyan proto-role properties were not intended for

$Haspelmath (2011) argues in the opposite direction by saying that meaningful typological generalisations are only
possible in the Comrian framework, which is simply not true — generalised roles defined on semantics allow exactly the
same and in fact more statements than roles based on a notion of core transitivity. The difference is that some statements
must be relativised. For instance, instead of saying “in all languages A and O get (respective) identical marking across verbs”
one has to say “every language has a major verb class within which all A and all O are marked identically”. Haspelmath also
overlooks the importance of prototypicality in all three approaches: he criticises Dixon for basing his definitions of A and
O on the prototypical and therefore fuzzy notion of transitivity, but at the same time the concepts of “agent” and “patient”
used by Comrie are prototypical and fuzzy as well, just as the Dowtyan proto-agent and proto-patient — with the difference
that for the latter it is clear which properties determine membership.
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language comparison but for the description of English and that the selection of precisely those
properties for typology and the description of other languages is not motivated. While the latter
argument is irrelevant — any definition is information-free and has the sole use of capturing data
patterns, which this definition is obviously able to do — it is true that the list of proto-properties
is somewhat arbitrary and could be enriched by what is known about the typology of transitivity.
However, most descriptions of prototypical transitivity such as Hopper and Thompson (1980), Kit-
tila (2002), Naess (2007) use rather similar criteria to the list found in Dowty (1991), at least as far
as the properties listed there pertain to referents and not to the predicate.

Two candidates for additional properties from Hopper and Thompson (1980) are individuation
and agency. The first is problematic, as discussed in Iemmolo (2011:29): clauses containing a P that
is weakly individuated should be highly transitive according to Hopper and Thompson (1980), but
in fact they tend to be formally lowly transitive or even intransitive across languages. The reverse
conclusion (typical P should be highly individuated) is likewise not very useful since it doesn’t
contribute to distinguishing A and P.

The other property, agency, seems, however, a good candidate. I will not use this term here in
the wide sense of Hopper and Thompson, who do not make explicit what they mean by it but seem
to view it as a complex of person, mode of reference, and animacy (cf. the connection they draw
to the Silverstein hierarchy on p. 273). Instead I will define it simply as the potential of a referent
to affect other referents. For instance, human beings are generally highly agentive because they
have the ability to affect a wide variety of other referents in deep ways. Note that agency is not
the same as animacy: while a rock will almost never be conceptualised as animate, it may easily
become highly agentive when it comes rolling down a slope.

The revised list of proto-properties is shown in Table 1.2.

proto-agent proto-patient
agency highly agentive lowly agentive
cause and effect in control under control
change of state causes it undergoes it
experiencer properties  sentient -
independent existence yes no

Table 1.2: Proto-A/P in the present work

Bickel (2011) also extends the idea of proto-roles to trivalent predicates and uses the labels T
(theme) and G (goal) (first introduced by Croft 1990 according to Haspelmath 2011) for the two
additional roles and A, for the agent. This set is described in greater detail in Bickel et al. (2010),
where it is assumed that in trivalent predicates A, is determined first. After that G is determined
based on the following list of proto-goal properties (p. 384), and T is the argument that is left:

e undergoing a change of state or in experience
e causally affected by another participant
e stationary relative to movement of another participant

I do not use these properties in the present work because they are too specific to capture patterns
across trivalent verbs. This is true even for Chintang, for which this system was originally designed.
As explained in Bickel et al. (2010), Chintang has three major classes of trivalent verbs that all have
a clear A argument and two other arguments that can be marked as T-NOM/G-NOM, T-NOM/G-
LOC, or T-ERG/G-NOM (see section 2.3.3 for details). But when one takes a closer look at the
verbs in these classes, it turns out that not all their “G” match Bickel’s definition of proto-goal. For
instance, pans- ‘send (somebody somewhere)’ is classified as a T-NOM/G-LOC verb, but actually
the NOM-marked argument has more proto-goal properties than the LOC-marked one: only this
argument undergoes a change of state and is directly causally affected, so it should actually be
classified as G (T-LOC/G-NOM). It seems to me that Bickel implicitly gives greater importance to
the third property, relative movement. This would place his definition closer to more standard
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approaches to ditransitivity such as Malchukov et al. (2010), where the concept of transfer plays an
important role. I will therefore stick to Bickel’s approach of applying one set of roles (A-G-T) to all
trivalent predicates but will only take over movement as a proto-property. In addition, I propose
two more properties as useful, size (G is bigger than T) and affectedness (T is directly affected, G
indirectly via T). The proto-properties for T and G are summarised in Table 1.3.

proto-theme proto-goal
size relatively small relatively big
affectedness  direct indirect

movement moves relative to G stationary relative to T

Table 1.3: Proto-T/G in the present work

Since cases where A; and A, are distinguished are exceedingly rare (Bickel and Nichols 2009
admit that they are only aware of a single language where this regularly happens) and Nepali and
Chintang do not contain any constructions where this is the case, I will simply use A to cover both.

A final note on the role system used here concerns points of divergence from other common
role systems. The one property that is above all responsible for such divergences is the restriction
to a simple role set, based on the assumption that all predicates that have the same valency can be
described with the same role set. For instance, go is usually bivalent and thus gets the same role
set as more prototypically transitive verbs such as kill: the mover is A and the destination is P.
Similarly, cut is trivalent and thus gets the same role set as other trivalent verbs such as give or
put: the cutter is A, the thing cut is G, and the instrument is T. Experiencer predicates also do not
require a special role set. For instance, the experiencer and stimulus of like are mapped to A and P,
respectively, based on the properties of agency, sentience, and independent existence. Some other
divergences are created by the strictly semantic base of the role system used here. For instance,
the experiencer and stimulus of please are mapped to A and P just like those of like, even though
their morphosyntactic encoding points to the exact opposite.

1.2.3 Grammatical relation

If there is any syntactic term that is used with yet less consistency than valency and role, it is
certainly this one. Even most works that are dedicated to GRAMMATICAL RELATIONS are not very
clear about what they mean with it. For instance, Bossong (2001) and Farrell (2005) do not make
a clear distinction between grammatical relations and roles, Croft (1991), Miiller-Gotama (1994),
and Givén (1997) do make a distinction but do not explain it, and Palmer (1994) starts off with a
definition based on roles that is actually similar to the one that will be used here but then lets seep
in syntactic criteria.
The implicit received understanding seems to be something like this:

A grammatical relation is a recurrent dependency between exponents of syntactic re-
lations that is formally tied to an argument and functionally related to roles (in the
sense applied above), though not necessarily in a straightforward way.

The grammatical relation par excellence is the subject, which can also be used to get a more
concrete understanding of what is meant by this term. For instance, in English there is a strong (if
not absolute) dependency between agreement, case marking, and word order, in that the argument
that triggers agreement is always marked by the nominative and is mostly placed before all other
arguments and non-arguments. Since these three factors so often go together, it is convenient to
summarise them under one label and call the agreement-triggering, NOM-marked, first argument
of a clause its subject. This label is of great descriptive use since it helps to describe a lot of gram-
matical processes in a concise way. For instance, it makes it possible to say that it is subjects that
can be passivised. The roles that the English subject is related to are S and A.
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Alas, when it comes to defining the subject or any other grammatical relation in a meaningful
way across languages, it turns out that they are as problematic as they are convenient — a detailed
discussion of this is found in Witzlack-Makarevich (2011). When one looks at the loose definition
we just gave of subject in English in the last paragraph, two simple but deep problems become
apparent: first, not all languages have agreement, case marking, or a fixed word order, so formal
criteria for establishing a cross-linguistic notion of subject are not very useful in general. Second,
the internal structure of grammatical relations varies across languages. Thus, for instance, while
probably all languages have some grammatical relation that is related to S and A, its precise ex-
tension is not always the same. The most well-known case of this is morphosyntactic ergativity,
where precisely those marking criteria that group S and A in English (case, agreement, word order)
group S and P in other languages or subsystems of theirs. But there might still be other syntactic
dependencies (for instance, in nominalisation or clause chaining) that are related to S and A.

An elegant way of dealing with these problems while keeping the descriptive advantage of
grammatical relations is offered by the approach introduced in Bickel and Nichols (2009) and Bickel
(2011) and elaborated in Witzlack-Makarevich (2011). Their idea of grammatical relations is as fol-
lows. Since formal criteria are not suitable for establishing cross-linguistic notions, the functional
component is given priority. Further, since the grouping of roles depends on the language and the
kind of exponent of syntactic relations one looks at (e.g. morphosyntactic marking vs behavioural
properties), this is simply admitted into the definition. An important notion in this context is
argument selector. The term is introduced in Witzlack-Makarevich (2011) (although Bickel 2011
already speaks of argument selection) and refers to any minimal exponent of syntactic relations
that treats some argument roles differently from others. All exponents we have mentioned so far —
case, agreement, word order, nominalisation, clause chaining — and many others may function as
argument selectors. Argument selectors are minimal because separate selectors are used whenever
it is possible to formally keep apart two exponents. For instance, case and agreement are treated
as separate argument selectors because although there usually is a strong correlation between the
two they do not fully depend on each other.

A grammatical relation, then, is a set of argument roles defined by an argument selector. For in-
stance, the term “subject” is a convenient label for the grammatical relation S/A (or {S A} in Bickel’s
and Witzlack-Makarevich’s notation). The precise extension of this category varies depending on
language and argument selectors.

The grammatical relation that is of greatest interest for the present work is the object. The
easiest way to define this is as non-subject, that is, P/T/G. However, for the purpose of this study it
will be convenient to choose another, more narrow definition — see section 1.3.3 below for details.

1.2.4 Verb class and frames

A VERB cLASS may be loosely defined as a set of verbal lexemes that behave similarly. Depending on
which aspect one looks at, verbs may be grouped quite differently. For instance, temporal-aspectual
properties need not coincide with morphological properties. The aspects of verbal behaviour that
are most relevant for the present study are the ones that were the subject of the preceding sec-
tions: valency, roles, and grammatical relations. In our definition of grammatical relation we didn’t
make a difference between argument selectors involving marking (case, agreement, word order)
and behavioural argument selectors. When looking at verb classes, however, we will ignore all
behavioural argument selectors and also word order for the reason that for the languages under
investigation these are either completely irrelevant or the classes defined by them coincide with
those defined by morphological marking.

For instance, the Chintang converb -sana must share its S or A with an associated finite verb
form regardless of the verb it attaches to, and there is no verb that allows anything else. The
coreferentiality constraint of this form is thus irrelevant for verb classes. Similarly, verbs do differ
with respect to which of their arguments can be bound by a reflexive, but since this is simply any
NOM-marked, non-S/A argument, the classes defined by these are identical to those defined by
valency and case.
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An important term that I will frequently use in this context is FRAME. A frame is a construct
that contains all semantic and morphosyntactic information that is of interest here (valency, roles,
case, agreement) in relation to a concrete verb form. One verbal lexeme may be used with many
different frames. In order to take down frames in a concise form, I will use the formalism defined
in the database of the Leipzig Valency Classes project (Hartmann et al. 2013) and elaborated in
Schikowski et al. (forthcoming):

e Averb form with a set of argument roles X, Y is given as {X Y V} (e.g. {S V} for an intransitive
frame). In this work the order of X, Y, and V also reflects the most frequent word order in
the described languages.

e A role X marked by case C is given as X-C (e.g. P-NOM: P marked by the nominative).

e When there is only a single agreement slot as in Nepali, a role X linked to agreement is shown
as V-X (e.g. V-A: the verb agrees with A).

e When there are several agreement slots as in Chintang, a different strategy is needed in order
to show which role is linked to which agreement slot. Since there are no standardised terms
for agreement (parallel to e.g. nominative in the domain of case), we will refer to agreement
slots via the role they are most frequently linked to. A link of role X to agreement slot Y is
then given as V-y(X) (e.g. V-s(S): the verb agrees with S in the way it usually does, or V-s(A):
the verb agrees with A as if it was S).

e Potential coreferentiality across frames can be indicated by indices where necessary (e.g. A;,
S;: A in one frame is potentially coreferential with S in another).

Here are two examples for complete frames that will turn out to be central for Chintang:

e {A-ERGP-NOM V-a(A).o(P)}: A is marked by the ergative and has A-AGR (that is, it triggers
the agreement pattern that is most usual for A), P is marked by the nominative (zero) and
has O-AGR.

o {A-NOM P-NOM V-s(A)}: Both A and P are marked by the nominative, and A has S-AGR
(that is, it triggers the agreement pattern that is normally associated with S).

In principle it is also possible to underspecify frames. For instance, {A X-NOM V-a(X)} would
refer to a frame with an A marked by any case and at least one more argument role X linked to
A-AGR. Such underspecified or ABSTRACT FRAMES are often useful for making generalisations.

Based on the notion of frame, we can now define verb class in a stricter way:

A verb class is a set of verbal lexemes that take identical sets of frames.

Since one verbal lexeme is often associated with a range of frames, the last part of this definition
is important: two verbs are only considered to be in the same class if the complete set of frames is
identical between the two.

Just as there are abstract frames, abstract verb classes can also be defined when of use. For
instance, the abstract frame {X-NOM V-X} (at least one argument role marked by nominative and
linked to the only agreement slot) could be used in English to define an abstract class of verbs with
an unambiguous subject.

In order to describe a verb class in the most economical way, only those of its frames have to be
specified which distinguish it from at least one other class and which cannot be derived from other
frames. This means that frames generated by differential marking patterns and alternations do not
generally form part of what defines a verb class unless they depend on verb class. For instance,
Nepali has a passive that can be formed from almost all verbs, no matter whether they are transitive
(e.g. mar-i-y-o [kill-PASS-PST-3s] ‘s/he was killed’) or intransitive (e.g. mar-i-y-o [die-PASS-PST-
3s] ‘somebody died’, lit. ‘it was died’). The relevant alternative frames (e.g. {A;-ERG P,-NOM V-A}
vs {S,-NOM V-S}) thus do not have to be separately specified for every verb class. Similarly, Nepali
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features differential agent marking (A-ERG/NOM). Since all A that can be marked by ERG can also
be marked by NOM (if not the other way round), A-NOM can be easily predicted from all frames
containing A-ERG and does not have to be specified. Where differential marking patterns are
characteristic for a frame or where extra explicitness is required, such patterns may be indicated
within a single frame (e.g. { A-ERG/NOM P-NOM V-A}).

1.3 Object-conditioned differential marking

1.3.1 Differential marking in general

The history of the term DIFFERENTIAL MARKING starts with Bossong’s (1982, 1985) work on Sar-
dinian and on New Iranian languages, where he introduces the term DIFFERENTIAL OBJECT MARK-
ING (“differenzielle Objektmarkierung” in the German original). Recent years have seen a boom in
research on differential case marking so that parallel terms were formed for other roles and gram-
matical relations: Hoop and Swart (2008) seem to be the first to speak systematically of differential
subject marking (DSM), Fauconnier (2011) coins the term differential agent marking (DAM), and
Kittila (2008) even speaks of differential goal marking. Iemmolo (2011) treats agreement analogous
to case marking and consequently speaks of differential object indexing (DOI) in cases where ob-
jects can be indexed or not. Together with these extensions, differential marking has started to
gain the status of an independent typological concept.

Note, though, that the idea has been around for a long time. For instance, Kellogg (1875
[1972]:101) notes the following about case marking in Hindi:

“The accusative appears in Hindi under two forms, the one identical with the nom-
inative, the other consisting of the noun in its oblique form with the appended post-
position FI. In this last case, when the accusative is the object of a transitive verb, FT
is incapable of translation, and merely gives a certain definiteness of the noun. (...) &7

33

is also used as the postposition of the dative, when it is always rendered ‘to.

Since this is a grammar written in the Graeco-Roman tradition, the concepts of case and role
are not fully separated yet. The case names used by Kellogg are rather similar to modern roles: his
accusative corresponds to P and his dative to G. If one takes this into account, the quotation above
is clearly one of the first descriptions of DOM in Hindi. Differential marking is thus not a radically
new concept — the idea that one and the same “thing” can be marked in different ways is an old
one.

One very basic question that has to be asked at this point is why one would consider two
different forms as referring to the same thing at all. For Kellogg the answer is clear — accusative
and dative are part of a universal grammar defined by the classical languages, so Hindi must have
them, too. Modern linguistics does not have such restrictions any longer, so a different kind of
answer is required.

For typology this is a simple, practical issue: decomposition is a precondition for comparing
languages. For instance, if one claimed that Hindi FT (ko) had a single function, that would make
the description of Hindi more concise but would make it at the same time impossible to compare
the way “objects” are marked in Hindi with other languages where P and G are always marked
differently from each other.

Apart from this, however, there is also a more theoretical reason why it is possible to assume
that differential marking patterns indeed involve one and the same thing marked by different forms.
In many cases, it is simply not possible to find a single condition that is both necessary and sufficient
for the occurrence of the forms involved in differential marking. The New Indo-Aryan case markers
including the Nepali dative -lai are a good example for this: so far no serious grammarian has been
able to give a unified characteristic of all arguments marked by NOM on the one hand and all
marked by DAT on the other, so it is still easiest to classify them on the base of roles, even if
those roles are not consistently linked to a single case. Role may then be said to be one of several
conditions on case in these languages.

10
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A situation where one function corresponds to various forms is a necessary constituent of
differential marking. However, it is not yet sufficient — at least not if the term is to be of any
descriptive use. For instance, definite and specific indefinite objects in English are marked by
the definite and indefinite articles, respectively, yet nobody would say that English has differential
object marking. The reason for this is not that the function of the article is relatively easy to identify
— there are, for instance, DOM systems exclusively based on the similarly easy to recognise factor of
animacy (Malchukov 2007). Rather, it is that the English definite articles are not restricted to objects
but can be used on all NPs. Thus, we will only identify a pattern as differential marking when it
is restricted to certain conditioning values without on the other hand being fully determined by
them.

There is yet another thing that needs to be added to a satisfactory definition of differential
marking. In German, only singular masculine nouns have an accusative — all other nouns are
marked by the nominative in P (or, as school grammar would put it, their accusative equals the
nominative). Thus, there is an alternation of forms (NOM/ACC) that is linked to conditions (role,
gender) and restricted by one of them (role must be P) — yet German is not usually recognised to
have DOM. This is because the second condition, gender, is not what is normally called a function
but a lexical parameter that is not actively chosen by the speaker but comes packaged with any
chosen noun.

The following definition summarises the thoughts from above:

Let there be a function F, and let two or more values V; , of F be associated with
two or more markers M;_,. Let M be found only or at least characteristically with V,
however, without V being sufficient for predicting M. Then if one or several additional
functional conditions C;_,, can improve the prediction of M, F and V will be said to be
differentially marked.

For instance in the case of Nepali DOM, F is argument role and V; are various object-like roles
(mostly P or T). These roles are associated with two markers, @ [NOM] and -lai [DAT]. The markers
-@/-lai in this combination are highly characteristic of object-like roles, but no role is sufficient
for predicting them. Instead, additional conditions such as animacy or topicality are required to
predict the use of -@/-lai. Therefore, argument role (and more precisely, P and T) may be said to be
differentially marked in Nepali.

It should be understood that this definition does not try to capture the “essence” of differential
marking — it simply formalises what seem to be some tacit assumptions behind the present use of
the term (as in “differential object marking”, “differential subject marking” etc.). The definition is
hoped to be useful in making it possible to call similar phenomena by a common name.

Another important point about the definition is that it creates a continuum between differential
marking and other phenomena. For instance, differential marking is less typical when the set
of alternating markers M is not restricted to or less characteristic of V, or when the functional
conditions C are less open to active choice.

1.3.2 Differential marking of and conditioned by arguments

So far we have been talking about differential marking in a very general way. We have noted that
although the idea of differential marking has been around for a long time, it has gained the status
of an independent theoretical concept only recently. The definition of differential marking given in
the last section is broad enough to cover all kinds of phenomena — one could, for instance, speak of
differential tense marking in cases where tense markers interact with mood, aspect, and polarity.
Here, however, we are rather interested in the kind of differential marking patterns that gave rise to
the concept in the first place — that is, differential object marking and its extensions to other roles
and marking mechanisms. These patterns may be summarised under the term of DIFFERENTIAL
ARGUMENT MARKING.

In terms of the definition above, differential argument marking can be viewed as a type of
differential marking where F is argument role and V;_, are individual roles (possibly clustered with

11
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non-functional factors such as noun and verb class) that share an alternation in formal marking.
Most existing terms mentioned above (DSM, DAM, differential goal marking) specify further which
role or set of roles is differentially marked but do not talk about the nature of the markers M;_,.
Instead, case marking is assumed as the default M for roles. The only exception is lemmolo (2011),
who speaks of DOI (differential object indexing) parallel to DOM, thereby extending the range of
M from dependent to head marking.

This is an important point. Ever since Nichols’ (1986) groundbreaking paper on head-marking
and dependent-marking grammar it has been clear that roles (as well as other functions) can be
marked on dependents (NPs occupying a role) as well as on heads (predicates defining a role). Thus,
there is no a priori reason to ignore differential argument marking on heads.

But one could go even further. The difference between F (the function that is differentially
marked) and C;_, (the additional conditions working together with F to determine M) depends on
one’s viewpoint. From a more abstract perspective, both F and C are nothing but conditions on
the form of M. This means that if we take the definition above seriously, we will not only have to
include patterns like DOM and DOI under the heading of differential argument marking but any
patterns where roles feature among C;_,,.

This is a rather radical view since it includes patterns where traditionally one wouldn’t say that
they mark an argument. A case in question are antipassives. If there is an overt marker of diathesis
one might say that the antipassive is marked on the verb, but it seems impossible in present ter-
minological tradition to say that the antipassive marks an argument — yet many antipassives have
properties of an object such as specificity as their most important condition (Cooreman 1994). The
conceptual twist involved here is not trivial. To me the reason why it seems odd to say that an
antipassive marks an object seems to be that an antipassive does not indicate which referent is
the object. A case marker does so by being adjacent to an NP, and agreement does by indexing
properties of the referent such as person, gender, or number. Neither of these can be said of an
antipassive.

However, closer inspection reveals that the distinction is not at all clear-cut. While case markers
are probably the most watertight method of marking roles, there are cases where several distinct
arguments are marked by the same marker or where the interpretation of a marker depends on the
verb class. With agreement, the possibility of ambiguity is even more obvious: it arises as soon
as several arguments have identical indexed properties, e.g. in the case of a 3s>3s scenario in a
language indexing person and number. Compared to this, antipassives do not seem to do a much
worse job at pointing out object referents. For instance, the West Greenlandic antipassive has been
variably described as being conditioned by the givenness, definiteness, or the scope of the object
(Bittner 1987). While in the normal transitive construction A is marked by ERG and O by NOM
(“absolutive”), A is marked by NOM and O by INST in the antipassive:

(4) a.  Jaaku-p wujarak tigu-a-a.
Jaaku-ERG stone take-IND.TR-3s>3s
‘Jaaku took the stone.
b.  Jaaku ujaqqa-mik tigu-si-vo-q.
Jaaku stone-INST take-AP-IND.ITR-3s
‘Jaaku took a stone’ (Bittner 1987:1)

Most verbs require one of several suffixes for antipassivisation. Thus, when the hearer detects one
of these suffixes, that helps him to resolve role distribution — otherwise the only means of knowing
which role NOM marks are cotext and context. When the argument that is not marked by NOM is
covert (ujarak tiguaa ‘he took the stone’, Jaaku tigusivoq ‘Jaaku took (something)’), the antipassive
becomes even more important because it tells the hearer that the present NOM-marked argument
can only be P if it has the required semantics (given/definite/wide scope).

Thus, antipassives seem to be functionally similar enough to differential case marking and dif-
ferential indexing to classify them as another subtype of differential argument marking. The easiest
criterion for separating this type from the other two is that it involves markers in several places.
We will not assume that the presence of verbal markers or of markers on the conditioning argu-
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ment are constitutive for this type. Consider again the Chintang example in (5), repeated from
above:

(5) a. Rakkas-a-ce-na  ma?mi u-c-o-he.
ogre-NTVZ-ns-ERG person 3pA-eat-3[s]O-IND.PST
“The ogres ate somebody’
b.  Rakkas-a-ce kok u-ci-e.
ogre-NTVZ-ns rice 3pS-eat-IND.NPST
“The ogres had rice’ (elicitation RBK 2012)

The differential marking pattern found here is very similar to the antipassive in (4) both functionally
and structurally. However, the case marking of P is the same (NOM) in (5a) and (5b), and there is
no dedicated verbal marker in either case. An intermediate case is found, for instance, in the
antipassive of Kalkatungu (Blake 1979, Isaak 1999), where there is also no verbal marker but the
case frame alternates between {A-ERG P-NOM} and {A-NOM P-DAT}.

I will refer to patterns like these where M in several loci are bundled as DIFFERENTIAL FRAMING.
There is a great number of differential argument framing patterns beside the antipassive — basically,
this term covers everything that is more traditionally known as an alternation, and a couple of
more phenomena, for instance, all diatheses, ambitransitivity, and reflexivisation, but also noun
incorporation, cases of coupled differential case marking and indexing, and the pattern found in
Chintang.*

So far we have identified differential argument marking as a type of differential marking and
have further subdivided this type into differential case marking, differential indexing, and differen-
tial framing. At this point, we have to get rid of a terminological problem. “Differential argument
marking” is already slightly ambiguous — it would normally be taken to refer to differential case
marking only. This problem is more pronounced with “differential object marking”, which is exclu-
sively reserved for differential case marking for historical reasons. I will therefore keep this term
in its usual meaning and instead use OBJECT-CONDITIONED DIFFERENTIAL MARKING as a cover term
for DOM, DO, and differential object framing. This difficulty also explains the title of the present
work.?

1.3.3 Differential marking conditioned by objects

Although it is useful to define differential argument marking and its subtypes in a more general
frame, the present study is interested in only one type of arguments, namely oBjecTs. We will
thus first have to define what we mean by this term and then make some comments on specific
properties of object-conditioned differential argument marking.

Although the discussion of objecthood has never been as intensive as that of subjecthood, there
nevertheless is a large body of literature on the topic and a great degree of variation in the use of
the term. As noted by Plank (1984:vii), nothing much is agreed upon except that objects are not
subjects, and that is not much given that subject is a highly controversial category. A lot of basic
publications on grammatical relations presuppose a loose understanding of objecthood without
defining it at all (see for instance Dowty 1991, Miiller-Gotama 1994, Ackerman and Moore 2001,
Swart 2007). I will not indulge in searching for the true meaning of the term here but use it in a
rather special sense which is most apt for the purposes of the present work:

Object is a grammatical relation covering one or more semantic roles except S or A
which is defined by a specific differential argument marking pattern.

“Many of these have been compared before — cf. for instance, Lazard (2001) on parallels between DOM, DO, incorpo-
ration, and antipassives, or Kulikov’s (2011) equation of diathesis and ambitransitivity. However, so far no comprehensive
typological treatment of differential framing seems to exist (not to speak of an even wider perspective that would include
other kinds of transitivity-related alternations such as differential case marking and differential indexing).

5An alternative would have been “differential object coding”. However, this term also seems awkward with patterns
such as antipassives of which in standard terminology one wouldn’t say that they code objects.
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What makes this definition special is the last clause, since it excludes many arguments that
would be called object in standard usage. For instance, sheriff in I shot the sheriff will not be
referred to as an object by default here but only when considering the differential marking patterns
it participates in, such as the conative alternation (I shot at the sheriff') or the passive (The sheriff was
shot). This usage is admittedly peculiar but very practical for the present purpose of investigating
object-conditioned differential marking patterns since it allows to refer in an easy way to whichever
grammatical relation is defined by a pattern.

The two objects that will be mentioned most frequently in the present work are the one defined
by S/A detransitivisation in Chintang (see section 2.4.2) and the one defined by Nepali DOM (see
section 3.4.2), briefly also “the object in Chintang” and “the object in Nepali”. In addition to the
term object I will also use the letter O as a shortcut (not to be confused with P, T, G, which may all
coincide with O but basically denote roles).

Research on object-conditioned differential marking has concentrated in two areas. Investiga-
tions of relevant patterns in individual languages have been focussing on their language-specific
conditions C;_, (but not on the meta-question of how to relate these conditions to each other, see
section 1.4.3 below). By doing so, they have also increased the typological inventory of potentially
relevant functions and made it more precise. This area is relevant to the present study insofar as
it provides inspiration — conditions that are relevant elsewhere could also be relevant for the lan-
guages investigated here. Works on the syntax of Nepali and other Indo-Aryan languages as well
as on Chintang and other Kiranti languages have therefore made an important contribution to this
work.

The other area is typological work. The subtype that has attracted most research here is dif-
ferential object marking, which also started the history of differential marking as an independent
concept. Typological research in DOM almost always contains an additional component that asks
why DOM is there or what its ultimate function is. An excellent overview of this debate is given
in Iemmolo (2011:25ff.), where two main types of approaches are distinguished. “Distinguishing”
approaches claim that DOM serves to disambiguate role in cases where otherwise several argu-
ments could be easily interpreted as subject or object, whereas “indexing” approaches view DOM
as a means of marking salient properties of objects such as high animacy. For the present study I
will not subscribe to either of these in order to keep all analytical possibilities open. What’s more,
I don’t believe that the two functions do necessarily exclude each other. For instance, as will be
shown in section 3.5, indexing best summarises the function of DOM in Nepali, but disambiguation
is also relevant (see section 3.5.12).

In addition to this, there are several other theoretical decisions that cut across the problem
just mentioned and that are also relevant for other types of object-conditioned differential mark-
ing. One that has deep consequences is the use of referential hierarchies. Referential hierar-
chies have featured prominently in linguistics ever since Silverstein’s (1976) seminal paper and
are also frequently employed in research on object-conditioned differential marking — cf. for in-
stance Bossong’s (1998) “dimensions” of “inhérence” and “référence” (corresponding roughly to
animacy and identifiability) or the various scales in Aissen 2003. Since the universality of such
hierarchies has been called into question (Bickel 2008c), I will not assume any of them prior to the
description of the languages that are of interest here.

Another important theoretical decision is whether to put one’s focus on abstract functions
(such as disambiguation or highlighting) or concrete functions (e.g. specificity, definiteness). Al-
though I must admit that abstract functions are ultimately of greater interest because they offer
generalisations, I would like to argue for a “concrete first” approach, especially in the description of
language-specific phenomena: any description of the function of a marker should first try to get as
close as possible to an ideal situation where the description is both necessary and sufficient, or in
other words, where it predicts all instances of the marker without overgeneralising. If this imper-
ative is not followed, one easily gets into situations where one misses patterns in the data or, even
worse, confirms a theoretical preconception based on itself. In the present study, the functions of
S/A detransitivisation in Chintang (Section section 2.6) and DOM in Nepali (Section section 3.5)
will therefore first be described in detail. Summaries are given at the end of the relevant chapters
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(section 2.8, section 3.8), and commonalities and differences on an abstract level are given in the
conclusions (section 4.1).

1.4 Analytical questions

1.4.1 Description versus explanation

Description and explanation are controversial concepts in linguistics. While modern linguistics
started out with the descriptive framework of Structuralism, the next big paradigm, Generative
Linguistics, was explicitly explanatory (Dryer 2006). Whereas explanation is the ultimate goal of
linguistics in most contemporary theories of language as well as in typology, descriptivism has
a strong stance in work on individual languages, especially in grammar writing. What’s more,
there are influential descriptivist frameworks such as Documentary Linguistics (Himmelmann
1998, Woodbury 2003) or Basic Linguistic Theory (Dixon 2010). The problem is also relevant for the
present study because it delimits its possible goals. Are the phenomena in question to be described
or should they be explained?

This question presupposes an understanding of what is meant by “describe” and “explain” which
I think doesn’t exist in linguistics. Although there are a few articles that explicitly address the
question of description vs explanation (Frawley and Golinkoff 1995, Haspelmath 2004, Dryer 2006),
none of them defines these terms.

A word that often falls when explanation is mentioned is why, and this reflects the everyday un-
derstanding of the terms, where a description is a mere representation of a state of affairs, whereas
an explanation looks at its broader background, too. But what does it mean to ask why? An old
answer that I still find very convincing comes from David Hume, who states in his Treatise of Hu-
man Nature (Hume 1739 [2003]) that the perception of a causal relation between two phenomena
requires that they are contiguous in time and space, that the cause take places prior to the effect,
and, most importantly, that the effect follows necessarily from the cause. Hume’s idea of neces-
sity is based on co-occurrence: he claims that human beings perceive things as linked by necessity
when one of them never occurs without the other.

This definition can be taken as the base for a more precise definition of explanation. If an
explanation asks why a phenomenon (an effect) is there, we may now say that it tries to discover
another phenomenon (a cause) with which it necessarily co-occurs (or, put the other way round,
without which it does not occur). A description is then any other approach to understanding a
phenomenon that does not look at co-occurrence.

Let’s consider a concrete case. As we will see later (section 3.5), DOM in Nepali is rather
complex in being based on a whole range of functional factors. Now assume that we want to know
something about this pattern: when is the nominative used on objects, and when the dative? The
simplest way to answer this question would be to collect all corpus sentences with O-NOM in one
place and all sentences with O-DAT in another — or even simpler, to take down the numbers of
the relevant sentences in the corpus. That would give us not only an accurate description of the
distribution of NOM and DAT on O in the corpus but also an inventory of possible sentences®
that could be re-used in other contexts. But even though a collection of this type represents the
prototype of a description as just defined, most linguists would probably agree that it is rather
restricted and does not deserve to be called even a description.

What would be the next step in our analysis? Obviously it is not only desirable to know how
O-NOM and O-DAT are distributed in our sample (the corpus) but also in the population (the lan-
guage). In order to say something about this it is no longer sufficient to list numbers of sentences —
we would now like to predict the case of O in an unattested sentence (or actually, in every possible
sentence). For this we need to relate the attested to the possible, which in this case can be done
via the functional factors correlating with DOM. We will thus try to list these and to analyse their

®More precisely we should not speak of sentences but of paragraphs centered around a sentence, because some factors
influencing case such as topicality are clearly suprasentential. However, speaking of sentences should suffice in the present
hypothetical situation.
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interplay. The output would then by many be called a functional description of Nepali DOM. How-
ever, according to the definition above this would already clearly count as an explanation, because
we have asked why NOM or DAT is where it is in general.

Objections to this are easy to imagine: an analysis of this kind does not yet explain why DOM is
there at all in Nepali, or why DOM is there at all in the languages of the world, and since these ques-
tions contain the greater potential for generalisation, only an account that addresses them should
be viewed as truly explanatory. However, obviously there is no straight way to determine which
answers are general enough to be considered an explanation and which are so specific that they are
“only” descriptions, so I suspect that there often is a hidden criterion for distinguishing between
these two, which is personal knowledge and interests: a description contains only the obvious
things one already knows, whereas an explanation gives new answers to important questions.

It thus seems hard to establish an objectively motivated cut-off point between description and
explanation that at the same time matches our common understanding of these terms. If we use an
objective definition like the one presented above, almost everything ends up as explanation except
the described option of simply listing all observed phenomena, which is of little practical relevance.
Of course it cannot be denied that there is an important difference between questions like “Why
are certain O in Nepali marked by the dative?” and “Why do certain O trigger differential marking
in many languages?” (as well as between the corresponding answers), but this difference is gradual.

The conclusion for the present study is that there doesn’t seem to be great benefit in asking
whether an analysis is descriptive or explanatory. Rather, it should be asked what its scope is, or
put differently, to what extent it is explanatory. This question is easily answered for the present
work: it seeks in the first place to explain when S/A detransitivisation in Chintang and DOM in
Nepali are used, that is, it is concerned with language-specific phenomena. Apart from that, it
may also make a small contribution to the bigger question of how object-conditioned differential
marking works in general.

1.4.2 Functions versus conditions

In our definition of differential marking in section 1.3.1, we made a distinction between a differ-
entially marked functional value V and additional conditions C that must both be considered to
explain the distribution of a set of markers M. There is the question of how this distinction is mo-
tivated.

Superficially V and C look similar — both are ultimately nothing but conditions on the appear-
ance of M. When looking at individual markers, neither of them has to be completely necessary or
sufficient. For instance, the Nepali dative is neither found only on P (= one of V) or specific referents
(= one of C) nor on all P or all specific referents. One might conjecture that only V is completely
necessary for the alternation of M;_,. For instance, the NOM/DAT alternation in Nepali at first
sight looks as if it was only found on P. However, if one takes a closer look it soon turns out that
this is not true — NOM/DAT is not associated with the role P but with the grammatical relation O,
which is trivial since the very definition of O is based on this alternation. Thus, there seems to be
no independent method for determining V.

But this is again not the whole truth. In Nepali, precisely the same arguments that allow the
NOM/DAT alternation can also acquire subject-like properties in passives. In Chintang, the same
arguments that trigger S/A detransitivisation also trigger O-AGR of various forms. In other words,
in both languages in question O is defined by several constructions. Thus, even though O cannot
be determined completely independently, it is also not just an arbitrary grouping in the eye of the
beholder.

Further, although it is impossible to say that P is necessary for NOM/DAT and information-free
to say that O is necessary for NOM/DAT, it is possible to say that either P or T or G is necessary for
NOM/DAT, and that is still much more than in the case of any C, where one can only make trivial
statements like “either specificity or non-specificity is necessary for NOM/DAT”. Put differently,
the NOM/DAT alternation (and S/A detransitivisation alike) is much more constrained by role than
by anything else.
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But role is not only more relevant for the alternations in question but also in the whole lan-
guage system. In both Chintang and Nepali, roles are important co-determinants of case marking
and agreement. By contrast, most of the conditions that co-determine differential marking are
completely irrelevant for the rest of the language, that is, it is much easier to assume that they are
not marked at all than that they are zero-marked. The few conditions that are relevant elsewhere
manifest themselves in different shape. For instance, topicality in Nepali is relevant both for DOM
and for word order. However, since these are two very different mechanisms, it is still reason-
able to assume that they constitute distinct marking systems. We may thus say that C;_, are only
relevant within the frame given by V.

To summarise, there seems to be a base for the intuitive separation of V and C, at least for the
two languages in question: V is relevant in the whole language system, comes closest to being
necessary for the alternation M;_y,, and is (as a set) also defined elsewhere in the language.

It is a different question whether there is one dominant condition within C. Most publications
on differential marking patterns in individual languages implicitly claim this, e.g. by starting the
discussion with one condition to which most space is dedicated. There are two ways in which
dominance can be defined here: statistical relations may hold between a condition and the alter-
nation or between a condition and other conditions. For instance, the quantifiability of referents
in Chintang is highly relevant for their marking because most quantifiable O are used with the
transitive frame (relation to alternation), but also because other distinctions such as specificity are
only relevant when quantifiability is given (relation to other conditions).

There is, however, obviously no way of determining when a relation is strong enough for C; to
be considered dominant. If we assume for a moment that the values of C; in an arbitrary system
would fully predict M, probably everybody would agree that C; is dominant in that system — or
rather, that it is the only factor that needs to be described. However, this is only the extreme end
of a theoretical continuum whose other end is zero relevance. I will try to show in the language-
specific parts of this work that this continuum is also relevant in practice: while it is relatively
easy to determine a dominant condition for S/A detransitivisation in Chintang, it is very hard for
DOM in Nepali, so that it is better there to simply quantify the importance of the individual factors
instead of mapping it to a binary distinction of dominant vs ancillary.

The intuitively appealing concept of dominant conditions also seems to be relevant for an im-
portant term in this context, namely MARKING. There is a tendency in the literature to reserve this
term for dominant conditions. For instance, the Nepali dative marker -lai could be said to mark
specificity as one rather dominant C, but it would be odd to say that it marks affectedness, which
is very likely to be involved in DOM but marginal as compared to the other conditions. From what
was said above about dominance being a continuum, it follows that this specific use of “marking”
does not make much sense for the present work. I will therefore use the term here in a simple way:
in a concrete utterance, all information is considered marked that is associated with a form. Thus,
-lai may equally mark role, specificity, and affectedness. What -lai marks in general is a different
question but can be answered on the same base: a piece of information is the more integral to the
function of a marker the more often it is associated with it in concrete utterances.

1.4.3 Modelling grammatical decisions

A large part of the core of linguistics is concerned with describing grammar in individual languages
and in general. Views on which principles such descriptions should follow and what structure it
should have vary greatly across time and theories. A descriptive goal that is abstract enough to
be common to all linguistic theories is the goal of observing associations between linguistic sig-
nifiants and signifiés. This rather abstract definition leaves a lot of space for theoretical variation:
for instance, signifiants may be small and monolithic (morphemes, words) or large and discontin-
uous (constructions), signifiés may be located in the “language system” or in the mind and may be
formal (e.g. abstract syntactic structures) or functional (e.g. grammatical semantics), and associa-
tions between the two may be anchored in competence or in performance. All these differences
are ignored for the moment.
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One important question that can be asked at this abstract level is what logical relations hold
between an associated signifiant and signifié. The simplest possible answer is that there is a 1:1
relation where signifiant and signifié are both necessary and sufficient for each other. This seems
to have been the intuition behind Saussure’s famous egg-shaped diagram representing the linguistic
sign (Figure 1.1).

Concept

Image

acouslique

Figure 1.1: Saussure’s conception of the linguistic sign (Saussure 1915 [1975]:99)

Now it is a truism that 1:1 relations are an ideal — there are plenty of dedicated terms such
as “polysemy”, “allomorphy”, or “multi-word expression” that describe various well-known cases
where one signifiant may correspond to several signifiés and vice versa. Nevertheless, this ideal
hasn’t lost attractivity, and most modern linguistic theories seem to strive to maximise the number
of 1:1 relations in their descriptions of language and especially grammar.

One subtype of 1:1 relations that is of interest here and that seems to have been rarely ques-
tioned so far is the relation between a set of functional conditions and a form in a concrete utter-
ance. It is usually (implicitly) assumed that once a speaker has decided about what he wants to say
and once one knows everything about the cotext and the context, the form of the utterance he will
make can be fully predicted.”

Of course, it is theoretically plausible that a set of conditions given to a speaker should produce
a unique output — if that wasn’t the case one would have to assume that speakers resort to some
sort of random mechanism in order to produce varying outputs in spite of exactly the same input.
The point about this subtype of 1:1 model that I would like to criticise here is rather that it assumes
that it is in principle possible to know all relevant conditions. For one thing, this is theoretically
unlikely from an inductive perspective, given all that we know about the history of sciences dealing
with complex systems such as language. But practically it is completely impossible for a number
of reasons. First, there are way too many variables and values at play to identify all of them even
in a single case. Second, many of the relevant variables are rather elusive because they are difficult
to measure or quantify or because their values can change depending on the measuring method
and even the mind of the observer.

The conclusion from this is simple enough: no description of the function of a linguistic form
should consider itself complete, and instead of implicitly claiming that the function predicts the
form by 100%, it should make explicit what impact the function has on the form. This is best done
by quantifying the impact, which usually results in a probabilistic model of the distribution of the
form in question.

The use of statistics is already quite widespread in subfields of linguistics that are in close con-
tact with other disciplines, such as sociolinguistics, psycho- and neurolinguistics, or computational
linguistics. However, it hasn’t spread so far into the core of language description (Abney 1996).
The only publications that I am aware of in this area which make use of probabilistic models are
Williams (1994), Wulff (2003), and Bresnan et al. (2007) (who also gives an impressive list of further
arguments in favour of such models, see p. 70 ff.). This is a pity given the obvious usefulness of
statistics in science in general.

Of course, probabilistic models of grammatical phenomena require greater corpora and more
analytical work than absolute (let alone monocausal) analyses. For this reason it is impossible to
provide sophisticated probabilistic models for even a few grammatical phenomena in an ordinary

"The reverse statement that it is possible to fully predict the function of a given utterance for some speaker is a bit more
problematic because there may be ambiguities in the input, but if one assumes that these can in most cases be resolved then
that statement is also possible. For the sake of simplicity, however, I will only speak about the former case below.
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reference grammar. On the other hand, that’s not necessarily what follows from the imperative
to specify the impact of a functional variable one uses for describing/explaining the distribution
of a form. In many cases simply mentioning that a set of variables does not explain everything
and giving a rough, subjective estimate of how much it explains may already help. For instance,
an endless row of grammars and articles (e.g. Kleinschmidt 1851 [1968], Kalmér 1979b,a, Johnson
1980, Fortescue 1984, Bittner 1987, Bok-Bennema 1991, Bjgrnum 2003, Sadock 2003, Schmidt 2003)
have been concerned with the function of the antipassive in Eastern Eskimo, one example of which
was given above in (4). One of the reasons why not much progress can be seen in this area is that
every proposal in this row views itself as absolute and must therefore reject all others.

The present study is detailed enough to try to incorporate statistics into the offered explanations
of S/A detransitivisation in Chintang and DOM in Nepali based on large corpora (see section 0.4,
section 3.6, section 2.7).
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Chapter 2

Chintang: S/A detransitivisation

2.1 Language background

Chintang [ts"infay] is a Kiranti language spoken by about 4000 - 5000 speakers in Eastern Nepal
(Ko$i zone, Dhanakuta district, Chintana VDC). The maps in Figure 2.1 and Figure 2.2 show the
location of the language area within Nepal and within Dhanakuta district.
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Figure 2.1: Location of Chintana VDC within Nepal (United Nations Cartographic Section 2007,
accessed on 1 November 2012)

The name of the language is derived from Chintana, the name of the Village Development
Committee where it is mainly spoken (hence simply “Chintang”). In Nepali it is more commonly
referred to as Chintange Bhasa, which literally means ‘Chintangish language’. Chintange alone
is also possible, and both variants are commonly spelt <Chhintang> and <Chhintange> when us-
ing Roman letters.! The speakers themselves prefer the less technical term anirin ‘our language’.

[ts"] in Nepalese languages is commonly transcribed <chh> in non-linguistic usage.
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Figure 2.2: Topographical map of Dhankuta district with Chintana and Ahale VDC in the southwest
(Joshi 2012, accessed on 1 November 2012)

Within Chintang most speakers are found in wards 1 to 5. Apart from Chintang VDC, the language
is also spoken in by a few speakers in the neighbouring VDC Ahale.

There are no reliable data concerning the number of speakers. The number above is an estima-
tion based on the number of people living in Chintang (about 8000 — 10,000) and the statements of
speakers and other researchers working on the language, in particular Netra Paudyal and Balthasar
Bickel. Most speakers are bi- or trilingual, with Nepali (Indo-European > Indo-Aryan) as one and
Bantawa (Tibeto-Burman > Kiranti > Central Kiranti) as the other additional language. Monolin-
gual speakers can still be found, especially among elderly women.

Using the criteria for describing language endangerment from the UNESCO’s Language Vitality
and Endangerment framework (UNESCO Ad Hoc Expert Group on Endangered Languages 2003),
Chintang gets the average vitality value 2.17 (values range from 0/extinct to 5/safe). Table 2.1 shows
the individual values this is composed of.

Genetically Chintang is a Kiranti language. The Kiranti languages are generally accepted to
belong to the large Tibeto-Burman family, although their position inside this family is being dis-
puted (cf. Ebert 2003:516). Within Kiranti, Bickel (2008a:3) identifies Chintang as Central-Eastern >
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variable value comment

language transmission 3 Many but not all children learn the language, and the ten-
dency is going down.

absolute number of speakers 3 The majority of speakers live in a single VDC, and the pop-
ulation is definitively too small to make itself be heard on a
national level.

relative number of speakers 3 The majority of the (adult) inhabitants of wards 1 to 5 of
Chintang speak the language.

domains of use 3 The language has a strong standing in homes, the tradi-
tional economy (agriculture), and religion, but is rarely
used in politics and trade and never in education.

new media 0 The language is not used in any media, be it books, news-
papers, radio, TV, SMS, or the internet.

education and literacy 1 A practical orthography has been established with the pub-

lication of the Chintang dictionary (Ra1 et al. 2011), but
apart from that no other texts have been published, nor are

orthography and grammar taught in school.

Table 2.1: Endangerment of Chintang

Greater Eastern > Eastern > Greater Yakkha. Despite its small size, Chintang itself is not internally
homogeneous. Lexical and morphological differences can be observed between varieties spoken
uphill and downhill as well as between eastern and western varieties. For instance, pukt- ‘begin’ is
only used in higher regions (puns- being preferred elsewhere), the negative past marker -¢ is used
in the western half of the village Mulgaum and in Sambugaum, and the imperfective marker -k is
only used in Sambugaum. Speakers tend to identify two major dialects, Mulgaum and Sambugaum,
but this distinction seems to have an ideological rather than a linguistic base, since in general the
influence of Bantawa is stronger in Sambugaum and other settlements farther to the west. It is not
clear whether the mentioned and other criteria form dialect clusters at all. Fortunately, so far no
syntactic differences have been observed, so the question of dialects is only a marginal concern for
the present work.

Ethnically the speakers of Chintang identify themselves as Rai, a group that comprises the
speakers of most Kiranti languages but excludes the big languages Yakkha and Limbu and also
Sunwar. When asked to which group they belong within Rai, speakers usually answer that they
are Bantawa. Bantawa is at the same time an ethnonym and the name of the associated language,
which is spoken by many people living in Chintana and is even dominant in some western parts
of the VDC that lie close to the core language area. However, speakers of Bantawa normally do
not refer to Chintang speakers as Bantawa but call them chendanpaci, literally ‘Chintang people’.
These days some speakers also refer to themselves as Chintang Rai rather than Bantawa Rai. This
may be due to the increased ethnic consciousness in present-day Nepal and the knowledge that
Chintang is not a dialect of Bantawa that has kept spreading in the VDC ever since the beginning
of the Chintang and Puma Documentation Project.

2.2 Overview of relevant morphology

2.2.1 Parts of speech

Establishing parts of speech in Chintang is comparatively easy due to its wealth of inflectional
morphology. Three criteria are sufficient for distinguishing 13 parts of speech:

e dependency: does a form belonging to a part of speech require another, separate form?
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e inflection: which inflectional categories does a part of speech have, and how are these re-

alised?

e syntactic use: for which syntactic macrofunction is a part of speech typically employed?

Table 2.2 shows an overview of the part of speech system.

dependency inflection syntactic use
verb no S/A/O agreement, TMA, polarity predicate
noun no possession, two numbers, case referent
adjective nominaliser (determined by nominaliser) qualification
of referent
pronoun no three numbers, case, clusivity deixis to SAP
demonstrative no two numbers, case, distance from origo  deixis to NSAP
numeral no classifier, case quantification
of referent
adverb no no modification
of predicate
verboid no no predicate
interjection no no equivalent
to clause
particle any other word no grammatical
nominaliser any other word two numbers, case referent
affix specific p.o.s. no grammatical
vector verb verb S/A/O agreement, TMA, polarity grammatical

Table 2.2: Chintang parts of speech

There are two cases where the part of speech labels chosen here deviate slightly from what is
commonly understood by them:

e Adjectives in Chintang are peculiar in that they are obligatorily nominalised. This is possible
because of the special properties of nominalisation in Chintang (and other Tibeto-Burman
languages, see e.g. Matisoff 1972, Genetti 2011), one of which is that all nominalised forms
can be directly used to modify other constituents. An example would be the=go ma?mi
[big=NMLZ, person] ‘big guy’ (but also only the=go ‘big one’).

e The label “pronoun” only refers to forms pointing to speech act participants. Third person
deixis is functionally similar but morphologically distinct in Chintang so that the correspond-
ing forms must be considered a part of speech of their own (“demonstratives”).

Nouns, adjectives, pronouns, demonstratives, and numerals share the important characteris-
tics of being usable as arguments without further marking and of taking case suffixes. They can
therefore be subsumed under the label “nominals” where necessary. The parts of speech that are
of interest for the present work are verbs and nominals, in particular nouns.

2.2.2 Nominal morphology

There are two nominal inflectional categories that are relevant for the study of S/A detransitivi-
sation. One, case, is shared by all nominals. The other, number, can be marked on all nominals
except numerals. Number precedes case marking.

There are two numbers, an unmarked singular and a non-singular marked by -ce:

(1) a. Ba=go cha ghasa hek-nir-nin.
PROX=NMLZ, child grass cut-IND.NPST[.3sS]-NEG

“This child doesn’t cut grass’ (CLC:CLLDCh3R08505.0144)
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b. Ba=go cha-ce=lo an u-num-no? u-yu-ba?.
PROX=NMLZ; child-ns=SURP what 3[p]S-do-IND.NPST ACCESS-DEM.ACROSS-LOC,
‘What are these children doing over there?’ (CLC:CLLDCh1R06S02.0630)

The label “non-singular” is appropriate because other morphological subsystems of the language
distinguish three numbers (singular, dual, plural), where the non-singular corresponds to the latter
two. One such subsystems are verbs (for which see section 2.2.3 below), the other are pronouns.
Pronouns are also special in that they do not make use of -ce [ns] at all. Table 2.3 shows the
pronominal system.

s di de pi pe

1 akka anci ancana ani anana
2 hana hanci hani

Table 2.3: Chintang pronouns

The only nominals that do not mark number are the numerals. Note, however, that two of the
three existing native numerals have incorporated what seems to be a cognate of -ce: thitta ‘one’,
hicce ‘two’, sumce ‘three’.

-ce can not only mark groups of categorially identical referents but can also be used as an
associative plural:

(2)  Ippa-ce linwakha khan-si  u-kha?-n-ei.
2sPOR-father-ns pasture  look-PURP 3[p]S-go-[SUBJ.JOPT-ATTN
“Your father and the others should go to take a look at the pasture.’ (CLC:CLLDCh2R02S10.143)

Later (section 2.6.3.1) we will see that -ce has a special, more narrow semantics when used on
objects.

The number of values in the category of case depends on what one counts as case. The working
definition used here is that a case is any form which is regularly used to mark a semantic relation
between a referent and a predicate. Borrowed markers are included if they occupy a functional
niche that did not have a dedicated marker before. The part of speech of the marker is not relevant
as long as these conditions are met, so there are both affixes and particles in the class of case
markers. The definition also includes markers which are confined to nominal subclasses (-khi?
[MOD] and its derivates can only be used on demonstratives) and markers which can also be used
with verbs (gari [TMP.LOC], khe?na [TMP.ABLY], likhi [EQU], pache [POST]).

Table 2.4 shows an overview of the 21 cases.

-0 NOM nominative -khi? MOD  modalis
-(bai)tni DIR directional I -lam PERL  perlative
-(ba)mu  LOCDOWN inferior locative -lanti  FIN finalis
-(ba)ndu LOC.UP superior locative likhi EQU equative
-(ba)yu  LOC.ACROSS ulterior locative -nin COM  comitative
-be? LOC, locative I -na ERG ergative
gari TMP.LOC temporal locative pache  POST  postessive
-i? LOC; locative II -patti  LOC4 locative IV
-ko GEN genitive -sirin DIR2  directional II
-kha LOC; locative III somma TERM terminative
khe?na TMP.ABL temporal ablative

Table 2.4: Chintang case markers

The genitive -ko is functionally special in that it only rarely marks relations between referents
and predicates but mostly relations between referents. Formally it is special in that a genitive-
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marked NP can express a possessum without an overt head following (ma-ko khim [woman-GEN
house] ‘the woman’s house’, but also ma-ko ‘the woman’s (house)’) and that consequently it can be
combined with all other case markers (ma-ko-be? [woman-GEN-LOC,] ‘in the woman’s (house)’).

The most important cases for the present study are the nominative and the ergative. The nom-
inative is the default case and is used in too many functions to subsume them under a meaningful
label. Some of its most important functions are marking intransitive subjects (S), transitive patients
(P) and ditransitives themes (T) or goals (G). The ergative marks transitive and ditransitive agents,
instruments, and (combined with locative I or II) sources or objects of comparison.? Besides these
two cases, the various locative cases (above all locative I and II) are also used to mark argument
roles. More detailed information on the distribution of the core cases is given in the overview of
syntax in section 2.3.

Cases in Chintang can be stacked in various ways. For instance, locative I and II can be com-
bined with the ergative to mark sources (khim-be?-na [house-LOC;-ERG] ‘from the house’), and
the altitudinal locatives can be combined with directional I to mark altitudinal directions (honku-
bamu-7ni [river-LOC.DOWN-DIR;] ‘down to the river’). Case stacking is not relevant to S/A de-
transitivisation, so its details can be ignored here.

2.2.3 Verbal morphology

Verbs are characteristically inflected for tense, mood, aspect, polarity, and index person/number/-
clusivity of one or two arguments. Agreement is the only relevant category for the treatment of
S/A detransitivisation and complex enough, so all others will be ignored here. An overview of the
aspectual system is given in section 2.6.4.3 in connection with the question how quantifiability and
aspect/aktionsart interact. Inflection paradigms for all finite and non-finite forms can be found in
the appendix (section D.1). A sketch of Chintang verbal morphology can also be found in Bickel
et al. (2007a), and a more detailed account is given in Schikowski (2011).

The problem of the lack of 1:1 correspondences between form and function that has already
been addressed in section 0.2 is especially prominent in the case of agreement affixes. Table 2.5
shows all of them together with their paradigmatic function (i.e. a summary of all functions they
carry out in individual paradigm cells) and their slots. Prefixes can be freely ordered (Bickel et al.
2007a) and therefore do not have slot numbers.

a- 2S/A -na?  1s>2
-ce™ d -ni*>  2/3p
-ce”®  3nsO -p* 1sS/0
it 1/2pS/0 -n*’ 1sA
kha- 1nsO -na*?  1sS/0
-m*7  1/2nsA -nat’® e

ma-  1nseO -u*t 30
mai- 1nsiO u- 3S/A
na- 3>2

Table 2.5: Chintang agreement markers

Although the paradigmatic functions of markers are often complex and ambiguous, concrete
verb forms as a whole almost always code one scenario unambiguously due to the complex inter-
play of markers. For instance, the combination of a- [2S/A], -u [30] and -m [1/2nsA] marks the
scenario [2p>3s]: the form is bipersonal, so a- cannot mark S but must mark A; since the A and
O slots are occupied by a 2nd (a-) and a 3rd person (-u) there is no place left for an additional 1st
person and -m must mark [2nsA]; finally, the A must be plural because if it was dual -ce [d] would
have been used, and the O must be singular because otherwise -ce [ns] would have been required.

Language-internal reconstruction does not make it clear which of these functions is the primary one. If grammaticali-
sation procedes from more to less concrete meanings one would have to assume that this case first marked sources.
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As the table shows, agreement markers do not define a uniform alignment pattern. For instance,
a- indexes both S and A of the second person, which is an accusative pattern, -i is ergative in
indexing S and O, and -ce [d] is neutral in being used independently of role. As a consequence,
saying that a verb form has S-AGR very rarely means that there is a single marker indexing S. The
usual meaning is that the verb form as a whole indicates a single argument. Similarly, saying that
a verb form has A- and O-AGR does not mean that there are two markers for A and O but that
the form indicates two arguments. The reason why the corresponding patterns are called A- and
O-AGR is that they are typically linked to A and another core argument (P, T, or G). Note that this
other core argument is also the O selected by S/A detransitivisation (see section 2.4.2 for details).
Since A-AGR and O-AGR cannot be observed in isolation we will often simply speak of transitive
verb forms, and forms with S-AGR will be called intransitive.

Cases where the agreement patterns are not linked to S, A, and P/T/G arise in less frequent
valency classes or in alternations. For instance, in S/A detransitivisation the role of A is linked
to S-AGR. A couple of experiencer verbs link A to O-AGR and P to A-AGR. In various deponent
frames, the argument indicated by inflection is not linked to an argument in the valency. Using the
same labels for roles and agreement positions in spite of such mismatches may seem confusing,
but since Chintang does not have any clearly separable sets of markers that could be arbitrarily
labelled (e.g. as L, II, III), other options would do even worse.

There is one systematic ambiguity that is also important for S/A detransitivisation and therefore
should be mentioned here. Chintang has a morphophonological rule that disallows sequences of
vowels in the suffix chain. Therefore, in sequences all vowels but the last are dropped. This rule
also affects the marker -u [30], which is dropped when it stands next to -a [IMP] or -e [IND.PST].
The transitivity of the surface forms can in that case not be determined. For instance, the verb hatt-
‘wait (for)’ can be used transitively or intransitively. The difference is easily visible in the nonpast:
/hatt-u-kV/ [wait-3[s]O-IND.NPST[.3sA]] ‘he waits for her’ yields hattoko, and /hatt-no/ [wait-
IND.NPST[.3sS]] ‘he waits’ yields ha?no. In the corresponding past forms, however, the difference
disappears: both /hatt-a-u-e/ [wait-PST-3[s]O-IND.PST[.3sA]] ‘he waited for her’ and /hatt-a-e/
[wait-PST-IND.NPST[.3sS]] ‘he waited’ yield hatte. The difference becomes again visible when a
suffix intervenes between -u and -e, as in /hatt-a-u-n-e/ [wait-PST-3[s]O-1sA-IND.PST] ‘T waited
for him’ > hattuhe, /hatt-a-n-e/ [wait-PST-1sS-IND.PST] ‘T waited’ > hattehé.

Chintang has a couple of non-finite forms which express a reduced set of categories as com-
pared to finite forms. However, there are few non-finite forms that cannot express any inflectional
categories at all, and some also have means of indexing arguments:

e -ma [INF] frequently takes -ce [3nsO], especially with deontic semantics and scheduled

events:
(3) Kattikhera a-tei?-ce wadhap-ma-ce=kha?
what.time 1sPOR-clothes-ns wash-INF-3nsO=NMLZ,
‘What time (should I) wash my clothes?’ (CLC:CLLDCh3R09S06.052)

e -sana [CVB.FGR] is compatible with all agreement prefixes (though it rarely takes them):

(4)  Na-cop-sana yun-no.
3>2-look.at-CVB.FGR sit-IND.NPST[.3sS]
‘He sits (there) watching you’ (elicitation DKR 2011)

e -si [PURP] can index P/T/G using nominal possessor prefixes:

(5)  Ba-ce-na a-ses-si u-tiy-a-ns-e.
PROX-ns-ERG 1sPOR-kill-PURP 3[p]S-come-PST-PRF-IND.PST
‘They have come to kill me. (CLC:INT_JYR.0488)
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2.3 Overview of relevant syntax

2.3.1 Valency and basic frames

Chintang has monovalent, bivalent, and trivalent verbs.? These terms will only used below where
the number of arguments is to be stressed; otherwise the more common terms intransitive, mono-
transitive, and ditransitive will be used.

For a first overview of morphosyntax, a “basic” frame may be determined for each valency. This
has been done below by determining all possible frames for each valency and by choosing the one
frame that occurs with most verbs under the least specific conditions. For instance, most bivalent
verbs license a group of frames where A can have ERG or NOM and can be linked to S-AGR or
A-AGR and where P can be linked to O-AGR or not have agreement at all. Out of this group the
frame that occurs under the least specific conditions is { A-ERG P-NOM V-a(A).o(P)}, so this frame
is said to be basic for bivalent verbs. Below the basic frames for all three valencies are listed with
examples.

e monovalent: {S-NOM V-s(S)}

(6)  Ama, nunu hap-no.
mother baby cry-IND.NPST[.3sS]
‘Mum, the baby is crying’ (CLC:CLDLCh3R01502.293)

e bivalent: {A-ERG P-NOM V-a(A).o(P)}
(7) Dhami-ce-na  dokh-a u-lois-o-ko.
shaman-ns-ERG illness-NTVZ 3[p]A-bring.out-3[s]O-IND.NPST
“The shamans remove the illness. (CLC:Jan-Gen.1142)

e trivalent: {A-ERG T-NOM G-LOC V-a(A).o(T)}

(8) Sa-na  marci hun=go-i7 yuns-o-ns-e?
who-ERG chilli MED=NMLZ-LOC, put-3[s]O-PRE-IND.PST[.3sA]
‘Who put the chilli there?’ (CLC:CLLDCh1R05S01.115)

There are two facts about valency in Chintang that will be important for the discussion of S/A
detransitivisation. One is that in Chintang, valency is completely independent of the overtness of
arguments. Every argument can be covert, no matter whether it corresponds to a known referent
or not. For instance, a sentence that is commonly heard in Chintang when people exchange news
is:

9) Si-ad-e.
die-AWAY.ITR-IND.PST][.3sS]
‘(He/somebody) has died.

Because arguments are dropped all the time, Chintang has an extremely low referential density,
that is, the proportion of argument positions that are occupied by overt NPs is very small compared
to other languages (cf. Bickel 2003b, 2006, Stoll and Bickel 2009 on closely related Belhare). For this
reason it is hard to find fully expanded frames such as the examples for the basic frames above.
The other important fact is that valency is a relatively fluid concept in Chintang. A large number
of verbs have one monovalent and one bivalent sense and accordingly can take both corresponding
basic frames. This phenomenon is best known as ambitransitivity or lability in typology and works
quite parallel in Chintang to English the bottle broke : he broke the bottle. However, differently
from many languages, ambitransitivity in Chintang is minimally lexicalised and basically fully

3The cross-linguistically most common semantic group with zero-valency, atmospheric events, is represented by mono-
valent verbs in Chintang (e.g. wei? ta-no [rain come-IND.NPST[.3sS]] ‘it rains’. Tetravalent verbs do not exist in the lexicon
but can be derived from trivalent verbs via causativisation, e.g. hak-mett- [send-CAUS] ‘make somebody send something
to somebody’. This valency never occurs in natural speech but only in elicitation and will therefore be ignored here.
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transparent and productive. It will therefore be referred to as S/O detranstivisation here. See
section 2.3.4.2 for some more details and examples and Schikowski et al. (forthcoming) for a more
comprehensive description and corpus counts.

As aresult of S/O detransitivisation, it would be imprecise for many verbs to say that they have
a fixed valency. For instance, ot- ‘break’ can be used in Chintang as in the English example just
given. Accordingly it does not have a valency of 1 or 2 but a maximal valency of 2.

2.3.2 Word order

Roles in Chintang are not linked to fixed positions, but there are clear defaults: SV, APV, AGTV.
The frequency of these compared to other word orders in fully expanded frames (i.e. with no zeros)
in a syntactically annotated part of the CLC is shown in Figure 2.3.
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Figure 2.3: Attested word orders in fully expanded frames

The main factor behind role ordering seems to be topicality in the sense of mental presence: the
more highly activated a referent, the farther to the left of the verb an overt NP representing it tends
to be placed. NPs are mostly placed to the right of the verb when the speaker first thought about
dropping them but then changed his mind after he already produced the verb.* This happens, for
instance, when they are highly activated but their role is not quite clear or when they are deemed
to be less important in some way than overt preverbal referents.

“The special status of postverbal NPs is also shown by their intonation. Pitch typically reaches its lowest point in a
clause after the predicate. When NPs are placed after the predicate, pitch does not rise again but stays low and flat. This
also suggests that the sentence as initially planned stopped after the verb and that the intonational contour was fit to this
original sentence rather than to the version with the additional postverbal arguments.
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The function of NP ordering before the verb and of placing NPs after the verb is illustrated by
the three examples below. They all come from a story about a cat and a mouse which used to be
friends but broke apart and tried to harm each other later. At the time (10) is uttered, the mouse has
been the topic of a couple of sentences (it has been spreading gossip about the cat). It is therefore
natural that it occupies the first position in (10) even though the cat now becomes A. In (11), the
new status of the cat is already established. The mouse could have been dropped altogether but is
overtly mentioned after the verb in order to foreground the cat’s rage and background the mouse,
which plays a much less active role in the paragraphs to come. Finally, the changed relation is so
clear in (12) that the default word order is reinstated.

(10)  Sencak menuwa-na ca-ma puns-o=kha=pho.
mouse cat-ERG eat-INF start-[SUBJ.3sA.]3[s]O=NMLZ,=REP
‘Now the cat was about to eat the mouse’ (CLC:story_cat.250)

(11) Menuwa-na carko=ta kond-o-ko sencak.
cat-ERG much=FOC search-3[s]O-IND.NPST mouse
“The cat searches a lot for it (the mouse). (CLC:story_cat.255)

(12) Menuwa-na sencak khel-a mett-o-ko.
cat-ERG mouse game-NTVZ do.to-3[s]O-IND.NPST
‘Now the cat plays with the mouse’ (CLC:story_cat.260)

2.3.3 Frames and classes

Chintang altogether employs 15 frames (Schikowski et al. forthcoming). The number of verb classes
as defined as sets of verbs licensing identical sets of frames, however, is much bigger and amounts
to more than 50 (of which, however, only 20 have more than a single member). The biggest classes
are all linked to the most frequent frames by simply licensing only one frame (ignoring alterna-
tions within frames that are independent of lexical class). Since verb class does not matter to S/A
detransitivisation independently of frames, we do not have to talk about this in detail. Also note
that when we speak, for instance, of “intransitive verbs” in later sections, that should not be taken
to refer to the lexical class of intransitive verbs (i.e. the class of verbs that can only be used with the
intransitive frame) but rather to all verbs licensing the intransitive frame (many of which license
other frames in addition).

S/A detransitivisation is only possible with frames which are at least bivalent and can have an A-
ERG and another NOM-marked argument linked to O-AGR. We will refer to this important abstract
frame as the transitive frame (in contrast to the mono- and ditransitive frames; see section 2.4.2
for details). The list below shows all frames that fall under this schema as well as a few other
highly frequent frames. One that is especially important is the intransitive frame, which bears
bears formal similarities with the detransitivised variant of the transitive frame (and is sometimes
hard to distinguish from it, see section 2.6.5.1). See Schikowski et al. (forthcoming) for a list also
including marginal classes.

2.3.3.1 Intransitive frame {S-NOM V-s(S)}

This frame is the most frequent one in terms of licensing — 45% of all verbs can take it. However,
only 20% of verbs take only the intransitive frame. Examples are that- ‘appear’, ma- ‘get lost’, noms-
‘taste buttery’, ims- ‘sleep’:

(13) Ba=go im-nik-nin hola.
PROX=NMLZ, sleep-IND.NPST[.3sS]-NEG maybe
‘Maybe this one won’t sleep. (CLC:CLDLCh3R01502.152)

2.3.3.2 Monotransitive frame {A-ERG P-NOM V-a(A).o(P)}

The monotransitive frame is licensed by 45% of all verbs and is thus equally frequent to the intran-
sitive frame. The corresponding lexical class even is the biggest class, taking up 40% of verbs. This
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number only holds if one assumes that S/O detransitivisation is non-lexical, as is done here (see
section 2.3.4.2). If one assumes a separate class of S/P ambitransitive verbs instead and takes as
monotransitive verbs only those which are never used with the intransitive frame, the proportion
shrinks to 30% (which is still clearly above the proportion of intransitive verbs). Examples are nus-
‘heal’, ca- ‘eat’, putt- ‘pluck’, set- kill”:

(14)  Dosi-ko phak=pho thippa-na=ta sed-o-ko.
Dasaim-GEN pig=REP  grandfather-ERG=FOC kill-3[s]O-IND.NPST[.3sA]
‘Theard grandpa himself will kill the pig for the Dasaim festival’
(CLC:CLLDCh1R13502.1469)

2.3.3.3 Direct object ditransitive frame {A-ERG G-LOC T-NOM V-a(A).o(T)}

The names for this and the other ditransitive frames have been taken from Bickel (2007) and Bickel
et al. (2010) and are motivated by their alignment with the monotransitive frame (see Dryer 1986).
The direct object ditransitive frame treats T like P (in terms of both case and agreement). It is the
most frequent ditransitive frame, being licensed by 18% of all verbs. All these verbs involve caused
motion, e.g. hans- ‘send’, bhokt- ‘stick’, thapt- ‘bring over’, tis- ‘put in’:

(15) Jibanjal ba-sa-na tis-0-ns-e ba-i?.
jibanjal PROX-OBL-ERG put.in-3[s]O-PRE-IND.PST[.3sA] PROX-LOC,
‘He has put the jibanjal (a medicament) in here’ (CLC:CLLDCh4R05S05.754)

2.3.3.4 Primary object ditransitive frame { A-ERG G-NOM T-ERG V-a(A).o(G)}

This frame aligns G with monotransitive P. All verbs using it code physical manipulation of an
object (G) with the help of an instrument (T). Examples are hekt- ‘cut’, thup- ‘sew’, dhekt- ‘block’,
bhukt- ‘cover’:

(16)  Durga-na u-chau-ce teit-na  bhukt-o-ko-ce.
Durga-ERG 3sPOR-child-ns cloth-ERG cover-30-IND.NPST-[3sA.]3nsO
‘Durga covers her children with a piece of cloth’ (elicitation PRAR 2010)

2.3.3.5 Double object ditransitive frame {A-ERG G-NOM T-NOM V-a(A).o(G)}

This frame treats T and G alike in terms of case marking. Agreement aligns G with P. Although
it is not used by a lot of verbs (6% of all), many of them have meanings that are often thought of
as prototypically ditransitive in the typological literature (Malchukov et al. 2010). They typically
involve an animate recipient in G that benefits from an action. Examples are hakt- ‘send’, lud- ‘tell’,

yukt- ‘keep back for’, pid- ‘give’:

(17)  A-pakku-na cha-ce mithai pid-u-c-e.
1sPOR-younger.uncle-ERG child-ns sweet give-30-ns-IND.PST[.3sA]
‘My uncle gave sweets to the children’ (elicitation PRAR 2010)

2.3.3.6 Transitive experiential frame {A-ERG P-NOM por(A)-N.EXP-NOM V-a(A/3s).0(P)}

This frame is quite different from all other transitive frames in that it contains a noun coding an
experience (“N.EXP”). This noun has a possessive prefix indexing the experiencer and must be
combined with a light verb in order to make a predicate out of it. Although only four verbs license
this frame, one of them (katt- ‘bring up’) is quite productive and can form many experiential idioms
such as laja katt- ‘be ashamed of” (lit. ‘bring up one’s shame’), lamma katt- ‘have an appetite for’,
remsu katt- ‘be envious of’, rek katt- ‘be angry with’:

(18) Hana-na hun-ce i-rek (a-)katt-u-c-e?
2s-ERG  MED-ns 2sPOR-anger 2[s]A-bring.up-30-ns-IND.PST
‘Are you angry with them?’ (elicitation RBK 2011)
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As the example shows, A-AGR can be either linked to A (the experiencer) or to a dummy 3s. This
differential indexing pattern is unique to this frame. So far I haven’t been able to find out what
governs it.

2.3.3.7 som-set(t)- ‘be satisfied, satisfy’ {A-ERG P-NOM por(A/P)-N.EXP-NOM V-a(A).o(P)}

This peculiar frame is only used by two etymologically related verbs, som-set- and som-sett-, which
can both mean ‘be satisfied with’ or ‘satisfy’. With the meaning ‘be satisfied with’, the experiencer
is A and the object of satisfaction is P. The experiencer is indexed by a possessive prefix on the
experiential noun som, a trait shared by this frame with the transitive experiential frame. When
the meaning is ‘satisfy’, the referent that brings about satisfaction is A and the experiencer is P.
The experiencer is again indexed by a possessive prefix, even though its role has changed. This
alternation is illustrated by (19) (note that akka [1s] in (19a) is not marked by ERG because it is a
pronoun).

(19) a. Akka hun-ce a-som sett-u-cu-h-é.

1s  MED-ns 1sPOSS-liver kill.for-30-3nsO-1sA-IND.PST
‘I was satisfied with them.

b. Hun-ce-na a-som u-sett-a-ns-a-n-ni-h-e.
MED-ns-ERG 1sPOSS-liver 3A-kill for-PST-PRF-PST-1sO-3p-1sO-IND.PST
‘They have satisfied me’

c. Hun-ce-na huni-som  u-sett-a-ns-a-n-ni-h-e.
MED-ns-ERG 3pPOSS-liver 3A-kill.for-PST-PRF-PST-1s0-3p-1sO-IND.PST
‘“They have been satisfied with me’ (elicitation GAR 2010)

When the experiencer is mapped to P (meaning ‘satisfy’), it can be marked as the possessor of
N.EXP by GEN (e.g. in (19b) akka a-som [1s 1sPOR-liver] or ak-ko... [1s-GEN]). Because the NOM/-
GEN alternation is possible in all possessive NPs (e.g. akka a-khim [1s 1sPOR-house] or ak-ko a-
khim), one may also say that the P experiencer is consistently marked as a possessor by case and
indexing whereas the A experiencer (meaning ‘be satisfied with’) is a hybrid (A case marking,
possessor indexing).

Since this frame is so rare, it will not be discussed in great detail in the following sections. In
the present context it is only of interest because it can be S/A detransitivised.

2.3.4 Differential marking

Chintang is rich in differential marking patterns of various kinds — there is differential case mark-
ing, differential indexing, and differential framing. Most of these patterns are, however, irrelevant
for the present study. We will only talk about differential A marking and S/O detransitivisation.
The most important pattern, S/A detransitivisation, will be discussed in detail in the following
sections.

2.3.4.1 Differential agent marking

The differential marking pattern which is most frequently attested in Chintang is split and fluid A.
Until quite recently (e.g. in Bickel et al. 2010) it was thought that ERG was optional on second person
pronominal A and impossible on first person pronominal A. In fact, it is optional on pronouns of
both persons, as is shown by (20) and (21). All other nominal A including demonstratives require
ERG (22).

(20) a. Akka-na cekt-u-n=go ba-i? lon-n-a?-no.
1s-ERG  speak-3[s]O-1sA=NMLZ; PROX-LOC; come.out-LNK-AWAY.ITR-IND.NPST[.3sS]
‘What I say comes out here (on the camera). (CLC:khinci_talk.037)
b.  Akka wa-ce tis-u-ku-n-cu-n ni.
1s hen-ns put.in-30-IND.NPST-1sA-ns ASS
Tll put in the hens’ (CLC:CLLDCh1R02504.1118)

32



2.3. OVERVIEW OF RELEVANT SYNTAX

(21) a.  Aba hun=go na  hana-na=yan a-nis-o-ns-e.

now MED=NMLZ; CTOP 2s-ERG=ADD 2[s]A-recognise-3[s]O-PRF-IND.PST

‘Now you, too, have recognised this’ (CLC:suntala_talk.61)

b.  Hana them a-hekt-o-ko hun=go-i??

2s  what 2[s]A-cut-3[s]O-IND.NPST MED=NMLZ,-LOC;

‘What are you cutting there?’ (CLC:CLLDCh2R14S503.0366)
(22) a. *Hun=go angreji pad-e numd-o-ko.

MED=NMLZ, English study-V.NTVZ do-3[s]O-IND.NPST[.3sA]

‘He’s studying English’ (elicitation RBK 2010)

b.  Hui-sa-na jamma  kob-o-ko=kha?
MED-OBL-ERG everything pick.up-3[s]O-IND.NPST=NMLZ,
‘So it (the camera) picks up everything?’ (CLC:CLLDCh2R06507.441)

The only two lexemes where ERG is completely ungrammatical are the pronouns ancana [1de] and
anana [1pe].> Apart from that ERG is very rare on akka [1s] (only two instances in the CLC) and
unattested with anci [1di]. The rareness of akka-na seems to be principled. I showed an informant
the attested examples and asked what he thought about them. The answer was that he himself
wouldn’t use them but old people such as his great-uncle might. He also produced further examples
and said that these were not wrong but merely old-fashioned. By contrast, the lack of attestations
of anci-pa is simply due to the rareness of overt 1di — 5051 instances of akka are opposed to a mere
253 of anci. Speakers readily accepted anci-na in elicitation. The remaining first person pronoun,
ani [1pi], is equally frequent with and without -na in A function (18 instances for each).

The picture looks similar for the second person. Hana [2s] in A is attested 12 times with ERG
and 174 times without it. Hanci [2d] is unattested with ERG, but since the dual pronoun is again
relatively rare (2615 hana vs 199 hanci), frequency once more explains this — hanci-na is accepted
in elicitation. Hani [2p] is similar to ani [1pi] in that marked (7) and unmarked forms (9) are about
equally frequent.

The factors governing the presence of ERG on pronouns are yet unknown. Presently it looks
like at least three factors favour the marking of ERG: the presence of deontic modality (23), the
conservativeness of the language (24), and contrastive focus (25). The following three sentences
exemplify these.

(23) A, ani-na ba-ce  man-e num-ma-ce=ta  kon-no.

yes 1pi-ERG PROX-ns obey-V.NTVZ do-INF-3nsO=FOC be.necessary-IND.NPST

‘Yes, we have to obey them. (CLC:chintang now.1314)
(24)  Ani-na ba-khi kha-u-m kina khan-ma=yan

1pi-ERG PROX-MOD look.at-3[s]O-[SUBJ.]1pA SEQ look.at-INF=ADD
hid-u-m-num.
be.able-3[s]O-1pA-[SUBJ.]NPST.NEG
‘When we look at it we can’t even overlook it (in its entirety).
(CLC:origin_myth.558, speaker 70 years old at recording time)
(25) Hid-u-m-num, ani-na hid-u-m-num.
be.able-3[s]O-1pA-[SUBJ.]NPST.NEG 1pi-ERG be.able-3[s]O-1pA-[IND.]NPST.NEG
‘We won’t be able to do it, we really won’t (but others who have more money may).
(CLC:ctn_prob_talk 119)

Note that independently of what was said above, A-ERG is only ever possible in fully transitive
frames. Under S/A detransitivisation A-NOM is obligatory (see section 2.4.1).

SHistorically these contain the exclusive suffix -na, which is also found in the verb.It is not unimaginable that this suffix
is related to -na [ERG], the functional bridge being that a transitive action can be viewed as a characteristic achievement
of the agent in a similar way any action is characteristic of an exclusive first person plural (precisely because several other
referents are excluded). This might seem far-fetched, but the other possible explanation — a phonological constraint against
/mana/ — is equally weak since there is no evidence for such a constraint except this restricted context. It looks like presently
there simply is no good reason for why ERG is strictly impossible only on ancana and anana.
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2.3.4.2 S/O detransitivisation

Many verbs taking one of the transitive frames have an alternative frame where O becomes the only
argument and gets linked to S-AGR. This detransitivised variant is used when an event is perceived
as happening spontaneously (i.e. without an obvious A) or when its result continues without the
participation of an A. (26) and (27) show pairs of examples for the two cases.

(26) a. Ram-e-na u-tec-ce kosi-be?  lums-u-c-e.
Ram-NAME.NTVZ-ERG 3sPOR-clothes-ns river-LOC; sink-30-ns-IND.NPST[.3sA]
‘Ram dumped his clothes into the river’
b. Kosi-be? ma?milums-e.
river-LOC; person sink-IND.NPST[.3sS]

‘Someone sank in the river’ (elicitation RBK 2010)
(27) a. Sa-na  u-lett-o=kha phun?

who-ERG 3[p]A-plant-[SUBJ.]3[s]O=NMLZ, flower

‘Who planted the flower?’ (CLC:CLLDCh3R07S01.953)

b.  Makkai-ce u-lett-a-ns-e.
maize-ns  3[p]S-plant-PST-PRF-IND.PST
“The maize plants have been planted’ (field notes 2010)

Although it is convenient to call this alternation detransitivisation, it is by no means clear that the
transitive frame is in some way basic and the intransitive frame derived. For instance, whereas
the transitive frame is by far more frequent than the intransitive one for lett- ‘plant’, it is about
equally frequent with the intransitive frame for lums- ‘sink’. For yet other verbs the intransitive
frame is more frequent. For instance, the transitive variant of ghons- ‘grow big’ could so far only
be observed in elicitation:

(28) a.  Saili, kana-phak na  ba-tta=kha ghon han
third.daughter 1pePOR-pig CTOP PROX-EXT=NMLZ, grow.big[.SUBJ.NPST.3sS] COND,
na an..
CTOP QTAG
‘Saili, suppose our pig grew as big as this... (CLC:CLLDCh1R06S03.0151)
b.  Ba=go phak them-ma ba-tta ghons-o-ns-e?
PROX=NMLZ; pig what-ERG PROX-EXT grow.big-3[s]O-PRF-IND.NPST[.3sA]
‘What has let this pig grow this big?’ (elicitation RBK 2010)

Examples such as this one show two things. First, S/O detransitivisation is productive. When I first
confronted my informant with the transitive form ghonsonse, he denied that it was possible — most
likely because he had never heard it before. However, when I came up with the sentence in (28b),
he had to admit that it was well possible in that context. The productivity of S/O detransitivisation
also becomes apparent in the lexicon, where about 21% of all transitive vebs are attested with
both frames. Second, S/O detransitivisation is non-directional: it can subtract an A from a known
transitive frame or add an A to a known intransitive frame.

The relevance of this pattern for our topic, S/A detransitivisation, is indirect. S/O detransitivisa-
tion is interesting because it formally is the mirror image of S/A detransitivisation but functionally
it is quite different from it. Even when the A of an detransitivised sentence is covert, the two
patterns can still be easily distinguished by their semantics:

(29) Phun nam-no.
flower smell-IND.NPST[.3sS]
“The flower smells. or ‘Tt (e.g. a dog) smells at flowers’ (CLC:CLLDCh3R07S01.778)

34



2.3. OVERVIEW OF RELEVANT SYNTAX

2.3.5 Raising of case and agreement
2.3.,5.1 Introduction

Chintang has numerous constructions where an argument of a subordinate verb leaves morpholog-
ical traces in the matrix. Such traces can be found both in case and in agreement, and I will refer to
both as raising here instead of using different terms such as raising and long distance agreement.
Constructions with morphological raising play an important role for the present study because
they change or narrow down the possibilities of marking S/A detransitivisation. It should also be
noted that most of these constructions are by no means marginal or exotic but highly frequent.

Raising occurs in constructions with two non-finite forms. One is the infinitive -ma, which is
used with about 15 light verbs expressing a wide range of functions such as ability (e.g. hid- ‘be
able t0’), necessity (e.g. kond- ‘must’) or phase semantics (e.g. pupys- ‘start to’). The other form is
the foregrounding converb -sana, which is used together with 7 regular verbs that have a special
metaphorical meaning in this construction in order to express temporal-aspectual meanings (e.g.
yun- ‘be there’ : -sana yun- ‘stay doing’). Both constructions exhibit a high degree of integration
in the sense of Raible (1992), that is, their properties place them relatively far away from two
juxtaposed independent clauses.

In infinitival subclauses, it is often difficult to determine for these constructions whether an NP
belongs to only one predicate or both and by which predicate it is assigned a role. Consider the
two examples below. Both are possible with or without the infinitive, and in both the meaning of
the two variants is rather similar. The meaning of hid- without INF is ‘be able to handle, cope with,
finish’, with an INF it is ‘be able to, finish doing’. The meaning of mund- without INF is ‘forget’,
with an INF it is ‘forget to:

(30) Marci (ca-ma) hid-u-ku-n-nin.
chilli eat-INF be.able-3[s]O-IND.NPST-1sA-NEG
‘I can’t (eat) chilli, (field notes 2010)

(31)  Hana jaileyan yum (ti-ma)  a-mund-and-o-ko!
2s always salt put.in-INF 2[s]A-forget-COMPL,-3[s]O-IND.NPST
“You always forget (to add) salt!’ (elicitation RBK 2010)

In (31) it is not quite clear whether yum ‘salt’ is the P of mund- ‘forget’, the T of tis- ‘put in’, or
both. Its case does not tell us because mund- has P-NOM and tis- T-NOM. Agreement is on mund-
only, but that is not very telling either because INF cannot carry any agreement affixes except -ce
[3nsO]. Similarly, hana [2s] is assigned the same role by both verbs and also functions in that role.
The same holds for (30). We will take the simple stance here that in cases such as (31) and (30) the
frames of the two participating verbs are superimposed so that yum is both P and T and hana is
both monotransitive and ditransitive A.

Not all complement verbs behave this way. For instance, lapt- ‘be about to’ can only be used
with infinitives and thus does neither have an independent frame nor a standard role set. In such
cases we will assume that all arguments belong to the embedded predicate and are assigned their
roles only by it. Where it is necessary to distinguish this mechanism from frame superimposition
we will speak of true raising (because it is only in this case that one can say that an argument is
morphosyntactically part of the matrix claus in spite of its semantic affiliation). Mostly, however,
such a distinction need not be made because the formal result is the same in both cases.

The whole problem is much less pronounced with constructions involving -sana because all
possible matrix verbs acquire a special, abstract meaning in these constructions that makes it clear
that they do not have arguments or assign roles any longer. Compare, for instance:

(32) a. Ba-ce an u-numd-a-ns-e mo-ba?
PROX-ns what 3[p]S-do-PST-PRF-IND.PST DEM.DOWN-LOC;
‘What have they done down there?’ (CLC:CLLDCh2R02506.1169)
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b.  Wei? ta-sana numd-a-ns-e acikali.
rain come-CVB.FGR do-PST-PRF-IND.PST][.3sS] these.days
‘It’s kept raining over the last days. (CLC:RM_JK talk01.189)

2.3.5.2 Constructions with transitive embedded frame

For the study of S/A detransitivisation, the constructions which are of the greatest interest are
those which involve transitive embedded frames. There are three options in this case. The default
is to raise the complete transitive frame so that the complex sentence as a whole acquires transitive
characteristics: A is marked by ERG and there is A+O-AGR. AGR is realised on both predicates with
a couple of restrictions: the non-finite embedded forms are only compatible with a few agreement
affixes (see section 2.2.3 above) and these are always optional, and intransitive matrix predicates
(only found in the -sana constructions, e.g. yun- ‘be there’) can only have S-AGR. In the case of
frame superimposition, the matrix predicate always assigns the same case and agreement to A and
links the same NOM-marked referent to O-AGR as the embedded predicate, so the two frames can
never clash.

Below are some examples. (33) and (34) show -ma [INF] with and without frame superimposi-
tion, respectively. (35) show -sana [CVB.FGR] with and without agreement on the -sana form.

(33) U-ko-no-ko-ce sa-na  hin-ma hid-u-ku-ce nan?
3[p]S-roam-IND.NPST=NMLZ,-ns who-ERG feed-INF be.able-30-IND.NPST-[3sA.]3nsO but
‘But who can feed the ones wandering around?’ (CLC:RM_JK _talk01.073)

(34)  Ma?mi-ce-na the’nuwa thuk-ma na-lapt-i-ns-i-he.
person-ns-ERG saliva spit.at-INF 3>2-be.about.to-2pP-PRF-2pP-IND.PST

‘People are about to spit (saliva) at you’ (CLC:CLLDCh3R08S01.1021)
(35) Cha-ce-na badhe=ta u-ni-sana u-thapt-o-ns-e.

child-ns-ERG much=FOC 3nsA-know-CVB.FGR 3[p]A-bring.across-3[s]O-PRF-IND.PST

“The children have come to know a lot. (CLC:chintang now.738)
(36)  Ba-khi=ta i-bhog-a ca-sana

PROX-MOD=FOC 2sPOR-sacrificial. meat-NTVZ eat-CVB.FGR

a-khatt-o=kha.

2[s]A-take.away-[SUBJ.]3[s]JO=NMLZ,
“You will eat your sacrificial meat like this from now on’ (CLC:CLLDCh1R05S05.0719)

The second and third option for dealing with transitive embedded frames are linked so that one
verb can only allow both or none. They only occur with infinitival subclauses. The relevant matrix
predicates can have 3sS-AGR (which can be interpreted as indexing the infinitive itself) or raise
embedded O-AGR to S-AGR. The pair of examples in (37) shows both options for kond- ‘must, be
necessary’:

(37) a.  U-lapthan-ce=yan mi?~mi=kha khok-ma-ce  kon-no?.
3sPOR-wing-ns=ADD small~INTENS=NMLZ, chop-INF-3nsO be.necessary-IND.NPST[.3sS]
‘Its wings also must be cut into tiny pieces’ (CLC:muncurup_numma.29)

b. Yo a-nne-ce tiyar-a u-lis-e?, pi-ma-ce

DEM.ACROSS 1sPOR-elder.sister-ns ready-NTVZ 3[p]S-become-IND.PST give-INF-3nsO
u-kon-no?.
3[p]S-be.necessary-IND.NPST
‘“Those girls are ready, they should be given (rice). (CLC:CLLDCh2R10S01.359)

Note that with these options, the A of the embedded predicate is marked by ERG independently of
AGR:

(38)  Jamma-na akka cop-ma  kon-no/ koi-ya-7a.
all-ERG 1s  look.at-INF be.necessary-IND.NPST[.3sS] be.necessary-1sS-IND.NPST
‘Everybody should look at me’ (elicitation GAR 2011)
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2.3.5.3 Constructions with intransitive embedded frame and transitive matrix

Another area of interest are constructions that involve a transitive matrix but no raising. Since
transitive embedded frames are always raised or suppressed, such constructions are only found
with intransitive embedded frames. There they form a subset of all available complex frames:

{A-ERG P-[V.NONF] V-a(A).o(V.NONF)}
{A-ERG/NOM P-[V.NONF] V-a(A).o(V.NONF)}
{A-NOM P-[V.NONF] V-s(A)}

{S-NOM S-[V.NONF] V-s(V.NONF)}

{S-NOM [V.NONF] V-s(S)}

Note that when the embedded predicate is intransitive and the matrix is transitive, role clashes
become possible. This is different from the constructions with transitive embedded predicates dis-
cussed above, where even the roles of superimposed arguments were always very similar (e.g.
monotransitive and ditransitiive A, monotransitive P and direct object ditransitive T). With these
constructions, one predicate may assign S and the other A.

This conflict was resolved for the list above as follows. When the matrix predicate is transitive,
the argument in question is assumed to be A of the matrix predicate and the non-finite form itself is
P.INF can only P become in this group of constructions and not in the raising pattern for embedded
transitive frames that we saw above because there the embedded P is more clearly referential and
has more proto-patient properties than INF. When the matrix predicate is intransitive or does not
assign any roles, the argument in question is assumed to be the S of the embedded predicate.

The constructions that are of interest to us are those with a bivalent matrix — that is, construc-
tions which have an A and a P in their valency, regardless of their case marking and indexing.
Below is one example for each of these. Most examples had to be elicited in order to illustrate the
fully expanded frame in a single sentence.

{A-ERG P-[V.NONF] V-a(A).o(V.NONF)}

(39) Ep-ma kond-o-ko ni ba-sa-na.
stand.up-INF want-3[s]O-IND.NPST[.3sA] ASS PROX-OBL-ERG
“This one wants to stand up.’ (CLC:CLLDCh4R02S01.0413)

{A-ERG/NOM P-[V.NONF] V-a(A).o(V.NONF)}

(40) a. Ba*(-sa-na) chepmu-ma nad-o-ns-e,

PROX-OBL-ERG urinate-INF refuse-3[s]O-PRF-IND.PST[.3sA]
hi-nik-nin hola.
be.well-IND.NPST-NEG[.3sS] maybe
‘He refuses to pee, maybe he’s il

b.  Philim(*-na) thai?-ma nad-o-s-e.
film-ERG appear-INF refuse-3[s]O-PRF-IND.PST[.3sA]
‘The movie just doesn’t want to appear’ (elicitation SAR 2011)

{A-NOM P-[V.NONF] V-s(A)}

(41)  Pecce le?le lik-ma  hi-no.
Pecce only go.up-INF be.able-IND.NPST][.3sS]
‘Only Pecce can go up’ (CLC:CLLDCh3R06505.720)

The choice of frame is conditioned by several factors. The most important factor is the matrix
predicate, since many verbs allow only a single frame once the embedded clause and its valency
are given. For instance, kond- in the sense ‘want, try’ as in (39) and hid- ‘be able’ in (41) both
are only grammatical with the complex frames they exemplify. The ERG/NOM alternation in the
complex frame represented by nad- in (40) is to a great part determined by volitionality: volitional
A as in (40a) must be marked by ERG, non-volitional A as in (40b) by NOM. However, there are
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intransitive transitive meaning with -sapa

khat- ‘go’ khatt- ‘take’ ‘start doing, do from now on’
thap- ‘come across’  thapt- ‘bring across’ ‘have been doing, come to do’
yun- ‘be there’ yuns- ‘put’ ‘stay doing, keep doing’

Table 2.6: Etymologically related matrix verbs with -sana [CVB.FGR]

other factors at work here that are not well understood as yet. The two verbs whose behaviour is
so far least understood are let- ‘stop, abandon’ and latt- ‘stop, have had enough of’. Volitionality
probably also plays a role for these, but it can by far not explain all of their uses.

2.3.5.4 Transitivity marked by verb stems

There are a couple of constructions involving -sana [CVB.FGR] where intransitive and transitive
embedded frames are linked in a special way. As shown in Table 2.6, the morphological transitivity
of the embedded frame determines the lexical transitivity of the matrix verb. In all cases where an
intransitive and a transitive matrix verb are available the two are etymologically related.

In these constructions, an intransitive embedded verb is used with the intransitive matrix vari-
ant and a transitive embedded variant with the transitive one. For instance:

(42) a. Ani=lo nanba-i pop-sana pop-sana khad-i-ki
1pi=SURP but PROX-LOC, degenerate-CVB.FGR degenerate-CVB.FGR go-1p[i]S-IND.NPST
nan.
but
‘But we just waste away more and more here’ (CLC:INT_MXR.0903)
b.  Akka khem-sana  khatt-u-n-kh-a-n-ne i-katha.
1s listen-CVB.FGR take-3[s]O-1sA-CON-3[s]O-1sA-[SUBJ.NPST.]JOPT 2sPOR-story
‘Twill try to listen to your story from now on. (CLC:kazi_trip_talk.115)

Note, though, that the association between the transitivity of the embedded frame and the matrix
verb is not perfect. Although it is true that the intransitive matrix verbs only occur with intransitive
embedded frames and that transitive embedded frames are only compatible with the transitive
matrix verbs, transitive matrix verbs can (if rarely) also be used with embedded intransitive frames,
as in (43):

(43)  Ani ton-sana=ta khatt-u-m, pa-sana=ta
1pi get.together-CVB.FGR=FOC take-3[s]O-[SUBJ.NPST.]1[pi]A grow-CVB.FGR
khatt-u-m.
take-3[s]O-[SUBJ.NPST.]1[pi]A
‘Let’s keep working together and growing’ (CLC:Student _life.060)

From the available examples it looks as if this use was once more triggered by volitionality, but this
cannot be said with certainty yet.

2.4 Formal properties of S/A detransitivisation

2.4.1 S/A detransitivisation as differential framing

We will now start our investigation of S/A detransitivisation by looking at its formal characteristics.
Below is a pair of examples for what we will refer to as the transitive frame (44a) and the S/A
detransitivised frame (44b).
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(44) a. Debi-na seu kond-o-ko.
Debi-ERG apple look.for-3[s]O-IND.NPST[.3sA]
‘Debi is looking for the/an apple’
b. Debiseu kon-no.
Debi apple look.for-IND.NPST][.3sS]
‘Debi is looking for apples. (elicitation PRAR 2010)

Both frames are bivalent, i.e. they contain an A (Debi) and a P (seu). In (44a), the A is marked by
ERG and linked to A-AGR and the P is linked to O-AGR. By contrast, A is marked by NOM in (44b)
and linked to S-AGR, and P is not indexed at all. The functional properties of S/A detransitivisation
are discussed in detail in sections 2.5 and 2.6. For the time being we will use the term specificity
where required: the P in (45a) is specific, the P in (45b) is non-specific.

Of the three factors that change between the two frames (A case, A-AGR, O-AGR), only the
first is subject to some variation because of the optionality of ERG on pronouns (section 2.3.4.1).
Note, though, that it wouldn’t be correct to say that the rules for DAM override those for S/A
detransitivisation because then we would expect variation in the case of A in both frames. This is
not the case: A-ERG is only possible in the transitive frame. Pronouns thus always license NOM
but not ERG — in order to know whether the latter case is possible, one has to know the frame into
which the pronoun is inserted.

Since A-AGR, O-AGR and the possibility of A-ERG always change together in S/A detransitivi-
sation and cannot be manipulated independently, this pattern can be characterised as differential
framing (cf. the definition in section 1.3.2). If one wants to force a reduction to either differential
case marking or differential indexing, the latter is the better candidate. One reason is that S/A
detransitivisation usually only becomes visible on the verb because arguments are so frequently
covert. The other is that the differential case marking component can be theoretically derived from
differential indexing but not the other way round.

If we assume that the root of S/A detransitivisation is the presence or absence of O-AGR, we
may first say that the change of A-AGR to S-AGR in the detransitivised frame is a corollary: because
agreement affixes in Chintang do not have a uniform alignment pattern and because the indexation
of A and O are so closely linked, it is usually not possible to just take away the O-AGR affixes and
get a meaningful verb form. Instead, the whole pattern has to change to something else, S-AGR
being the only remaining alternative. From there it can be argued that S-AGR with an ERG-marked
argument is banned in Chintang (it is not attested in a single construction, in contrast to A-AGR
with NOM-marked arguments — see section 2.3.5.3) and that therefore the case of the A associated
with the changed AGR must change to NOM.

This way of interpreting S/A detransitivisation as a special kind of differential indexing is cer-
tainly elegant. However, it also has its weaknesses, and I therefore won’t adapt it here. One is that
it requires a lot of theoretical assumptions about causal chains in synchronic syntax that I would
rather not make. Further, there are some contexts where there is no agreement but S/A detransi-
tivisation can still be expressed via A case (non-finite clauses with overt A, see section 2.4.4.5). This
is hard to explain if one assumes that A-NOM is a consequence of changing A+O-AGR to S-AGR.

Note that there are no reasons to assume that one of the frames is more basic than the other.
Although the term “detransitivisation” suggests that the detransitivised frame is somehow derived
from the transitive frame, this is a mere terminological weakness. In fact, it is possible to derive
both frames from each other by simple rules. The only case that is not completely trivial occurs
when a detransitivised double object ditransitive frame is to be converted to the corresponding
transitive variant. Since there are two NOM-marked arguments, it is not immediately clear which
of them should be linked to O-AGR. However, since G-NOM always takes precedence over T-NOM
in indexing in Chintang, this is not a real problem either.

It is also not the case that one of the frames is found with more verbs or under more special
conditions (the criteria for “basicness” that were used in section 2.3.1). Both frames are possible
with every transitive verb, and the condition for both is a relatively simple binary property of the O
referent so far approximated as specificity. The only hint to basicness is given by token frequency:
the transitive frame is altogether more frequent than the detransitivised frame in the Chintang
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corpus in covering about 72% of all relevant observations (see section 2.7 for more quantitative
data). However, even this only holds as a general tendency, because individual verbs and object
nouns may prefer the detransitivised frame depending on their semantics (section 2.6.3.1).

Now that we have seen the characteristic formal properties of S/A detransitivisation, the ques-
tion may be asked whether there isn’t a better name for it. The pattern resembles many well-known
phenomena: it has something of differential agent marking and of differential agent and object in-
dexing, but differently from these phenomena it affects several coding loci at once. It is also remi-
niscent of noun incorporation in that the object in the detransitivised frame impressionistically is
no longer fully referential and the frame as a whole looks rather similar to the intransitive frame
(except that the object is still present in the valency).® But then again, as we will see shortly (sec-
tions 2.4.3.2, 2.4.3.1), detransitivised objects can be moved around freely and can be covert, which is
at odds with any conceivable definition of noun incorporation. Another phenomenon that is similar
to S/A detransitivisation is S/A ambitransitivity, but this is by default a lexical phenomenon bound
by verb class, whereas S/A detransitivisation is possible with any verb in Chintang. Finally, the
typological canon that S/A detransitivisation probably resembles most closely is the antipassive.
However, in a typical antipassive the downgraded object should be marked by a peripheral case,
not by NOM, and the verb should bear a dedicated marker (Cooreman 1994:50, Dixon 1994:146,
Primus 1999:237).

A typology of alternations linking fully transitive frames to frames with a demoted O and/or
a promoted A should ultimately get rid of prefabricated labels such as “antipassive”. A decompo-
sitional approach that classifies alternations according to various criteria such as A and O case, A
and O agreement, word order etc. seems to be more promising. This is further confirmed by the
existence of phenomena that are akin to Chintang S/A detransitivisation but not fully identical to
it. I will briefly discuss two examples to illustrate this point.

One group of languages where object-demoting alternations are widespread is the Oceanic
branch of the Austronesian family. Margetts (2008, 2011) calls this group of alternations “transitiv-
ity discord” but also mentions two other labels that circulate in the literature on Oceanic languages,
“semitransitive” and “pseudo noun incorporation”. Transitivity discord in Oceanic does not seem
to have uniform formal characteristics but depends on the marking mechanisms each language
provides. For instance, Niuean has case marking but no agreement. The main factor changing
between the two frames is the case of A, which can be ERG or NOM, as shown in (45).

(45) a. Takafagatamauni e iaa  tauika.
hunt always EMPH ERG 3s NOM PL fish
‘He is always fishing’
b.  Takafaga ika timauni a  ia
hunt fish always EMPH NOM 3s
‘He is always fishing’ (Seiter 1980:69, cited in Massam 2001:157)

By contrast, Manam has agreement but no case marking. Here, the factor that changes is the
presence of separate S/A and O agreement markers in one frame vs the absence of O markers in
the other, as shown in (46).

(46) a. Borone u-rere-t-a-idi.
pig this 1sS/A-like-THC-TR-3pO

Tlike these pigs’ (Lichtenberk 1982:272)
b.  Deparébu u-rére.

rice 1sS/A-like

T like rice (in general). (Lichtenberk 1982:271)

Finally, (47) illustrates the case of a language with case marking and agreement, Sinaugoro. O-
AGR is expressed by suffixes, S/A-AGR by preverbal particles. This last case comes very close to
S/A detransitivisation in Chintang but still differs from in it in that S and A are have the same

®In fact, a related construction in Bantawa has been analysed as noun incorporation by Angdembe (1998). S/A detran-
sitivisation in this and other Kiranti languages is discussed in section 2.9.
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agreement markers, so the S/A particle does not change between the frames:

(47) a. Au-na foraraa bubu lausi-a-to.
1s-ERG sand  1sS/A pour spread-3sO-PRF
I spilt the sand”

b.  Auforaraa bubu lausi-to.
1s sand 1sS/A pour spread-PRF
I spilt sand. (Tauberschmidt and Bala 1992:184)

According to Margetts (2008), the main factor behind transitivity discord across Oceanic is the
“individuation” of the object (where less individuated O are demoted).

Another interesting language family is Algonquian. Algonquian languages have transitive
agreement systems whose complexity is comparable to those found in Kiranti languages. In addi-
tion to regular agreement, verbs carry a marker that contains information on transitivity and the
animacy of S or O. Since Bloomfield (1946), the traditional labels for these markers have been Al
(intransitive with animate S), II (intransitive with inanimate S), TA (transitive with animate O),
and TI (transitive with inanimate O). A widespread alternation across Algonquian languages links
a TA or TI form with A+O-AGR to an Al form where A gets S-AGR. The detransitivised frame is
known as “pseudotransitive” since Bloomfield’s (1957) treatment of Ojibwe. (48) shows an exam-
ple from Blackfoot, where the pseudotransitive frame is used with non-specific O (glosses adapted
from Ritter and Rosen 2010:134; cf. also Frantz 1991:40):

(48) a. Na-ow-ats-iw amo mamii.

PST-eat-TA-3s>4s PROX fish(ANIM)
‘S/he ate this fish.

b.  Na-ow-atoo-m ani akoopis.
PST-eat-TI-3s>4s MED soup(INAN)
‘S/he ate that soup.

c. Na-oy-i-w  (mamii/akoopis).
PST-eat-IA-3sS (fish/soup)
‘S/he ate (fish/soup).

The pseudotransitive alternation resembles S/A detransitivisation in Kiranti in that it is not possible
to simply take away O-AGR because of the complex interaction of A and O markers. Instead, the
complete pattern has to change from A+O-AGR to S-AGR. However, the fused animacy/transitivity
markers that are typical for Algonquian are alien to Kiranti. Another major difference is that there
is no case marking on arguments in Algonquian, so when A is overt it is zero-marked in both
frames.

To conclude, whilst Chintang S/A detransitivisation is more or less similar to many phenomena,
it does not correspond to the typical form of any of them. The one phenomenon that it does
correspond to does not have an established name yet. The term S/A detransitivisation is meant
to be a neutral term that does not only cover the pattern in question but also other differential
framing patterns where A can assume S-like properties — for instance, those listed above: noun
incorporation, S/A ambitransitivity, and antipassives.

2.4.2 Arguments selected by S/A detransitivisation

The monotransitive frame is not the only frame which is accessible to S/A detransitivisation — all
transitive frames that were described in section 2.3.3 are. The correspondences between transitive
and detransitivised variants are summarised in Table 2.7.

The transitive frames share two important characteristics: they have an A marked by ERG and
linked to A-AGR and a non-A argument marked by NOM and linked to O-AGR. These two features
do not only describe what is common to the six frames in Table 2.7 but also separate them from
all other frames, including more marginal frames that have not been mentioned in section 2.3.3.
We may thus posit an abstract transitive frame of the form {A-ERG O-NOM V-a(A).0o(O)}. The
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transitive frame detransitivised frame

{A-ERG P-NOM V-a(A).o(P)} {A-NOM P-NOM V-s(A)}
{A-ERG T-NOM G-LOC V-a(A).o(T)} {A-NOM T-NOM G-LOC V-s(A)}
{A-ERG T-ERG G-NOM V-a(A).0(G)} {A-NOM T-ERG G-NOM V-s(A)}
{A-ERG T-NOM G-NOM V-a(A).o(G)} {A-NOM T-NOM G-NOM V-s(A)}

{A-ERG P-NOM por(A)-N.EXP V-a(A/3s).0(P)} {A-NOM P-NOM por(A)-N.EXP V-s(A)}
{A-ERG P-NOM por(A/P)-N.EXP V-a(A).o(P)}  {A-NOM P-NOM por(P)-N.EXP V-s(A)}

Table 2.7: Frames linked by S/A detransitivisation

same procedure can be applied to the detransitivised frames. These frames have an A marked by
NOM linked to S-AGR and a non-A argument marked by NOM and not triggering agreement. The
abstract detransitivised frame is then {A-NOM O-NOM V-s(A)}.

The use of O (the abbreviation for the grammatical relation selected by a differential marking
pattern, see section 1.3.3) in the abstract frames is intended since the argument triggering O-AGR
in Chintang is also the one that is central to S/A detransitivisation. Specific O require the transitive
frame, non-specific O the detransitivised frame. This is easy to see for the two bivalent frames:

(49)  Monotransitive — khops- ‘play with’:
a. Menuwa-na sencak khons-o-ko.
cat-ERG mouse play.with-3[s]O-IND.NPST[.3sA]
“The cat plays with the mouse’
b.  Menuwa sencak khon-no.

cat mouse play.with-IND.NPST[.3sS]
“The cat plays with mice’ (elicitation PRAR 2010)
(50)  Transitive experiential — rek katt- ‘be angry about’:

a. Ani-na hun-ce ani-rek katt-u-ku-m-ci-m.

1pi-ERG MED-ns 1piPOR-anger bring.up-30-IND.NPST-1pA-3nsO-1pA

‘We get angry about them. (elicitation GAR/RBK 2010)
b. Bamna ani-rek katt-i-nin.

Brahman 1piPOR-anger bring.up-[SUBJ.]1p[i]S-NEG.NPST

‘Let’s not be angry about the Brahmans (a caste). (elicitation DKR 2011)

The unique frame used by som-set(t)- ‘be satisfied with, satisfy’ has a special behaviour with respect
to S/A detransitivisation. The sense ‘be satisfied with’, where the experiencer is A, cannot be de-
transitivised. All detransitivised sentences constructed by me were rejected, and whenever I asked
for sentences with non-specific P I got translations with the intransitive equivalent of som-set(t)-,
som-si-, as the one shown in (51d).

(51) som-set(t)- ‘be satisfied with’:

a. Hun-ce i-som a-sett-u-c-e?

MED-ns 2sPOR-liver 2sPOR-kill.for-30-3nsO-IND.PST

‘Were you satisfied with them?’ (elicitation GAR 2010)
b. *Hun=go Jjo=go=yan u-som sef-no.

MED=NMLZ; whoever=NMLZ=ADD 3sPOR-liver kill-IND.NPST

‘He’s satisfied with anybody’ (elicitation RBK 2012)

c. "Yakkhen=le u-som se?-nik-nir).
vegetables=RESTR 3sPOR-liver kill-IND.NPST-NEG

‘She’s not satisfied with vegetables alone’ (elicitation RBK 2012)
d.  Yakkhen-na=le u-som si-nik-nin.

vegetable-ERG=RESTR 3sPOR-liver die-IND.NPST-NEG

‘She’s not satisfied with vegetables alone’ (elicitation RBK 2012)
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This is not completely unexpected. Even in English it is hard to find sentences with a non-specific P
referent for ‘be satisfied with’ because people are usually satisfied with particular things — anything
else would seem foolish. In Chintang this tendency seems to be grammaticalised.

Non-specificity is, however, semantically compatible with the other sense of som-set(t)- (‘sat-
isty’), and accordingly S/A detransitivisation is possible here. Interestingly this does not depend
on whether the P is marked by NOM or GEN, so this frame is the only one that may slightly digress
from the abstract frames presented above:

(52)  som-set(t)- ‘satisfy’:

a. Hui-sa-na i-som na-seir.

MED-OBL-ERG 2sPOR-liver 3>2[s]-kill[.SUBJ.NPST]

‘He will satisfy you. (elicitation GAR 2010)
b. Cha(-ko) u-som mithai pid-i kina sei?-ma

child(-GEN) 3sPOR-liver sweets give-[SUBJ.NPST.]1p[i]S SEQ kill-INF

hid-i-ki.

be.able-1p[i]S-IND.NPST

‘One can satisfy children by giving sweets to them. (elicitation RBK 2012)

For the ditransitive frames there is the question whether T, G, or both can trigger detransitivisation.
Bickel et al. (2010) argue that the detransitivised variants of these frames imply non-specificity of
both T and G and illustrate this first for the double object ditransitive frame with the following
examples:

(53) a. Pi? ghasa pid-e-h-é.
cow grass give-PST-1sS-IND.PST

‘I gave grass to cows. (Bickel et al. 2010:388)
b. *Ba=go pi? ghasa pid-e-h-e.

PROX=NMLZ; cow grass give-PST-1sS-IND.PST

‘I gave grass to this cow. (Bickel et al. 2010:389)

c. *Pi? hun=go ghasa pid-e-h-é.
cow MED=NMLZ; grass give-PST-1sS-IND.PST
‘T gave this grass to cows.’ (Bickel et al. 2010:389)

The first example shows that the default reading of the detransitivised double object frame is one
where both T and G are non-specific. The second and third examples show that detransitivisation
becomes impossible as soon as either T or G is made specific.

This is in conflict with my own elicitation data and also with the data found in the Chintang
corpus. The examples in (54), which were elicited by myself, indicate that the detransitivised frame
is chosen whenever G is non-specific, no matter whether T is non-specific, too, as in (54a), or
whether T is specific, as in (54b). When G is specific as in (54c), the transitive frame is chosen
even when T is non-specific. Since G is marked by NOM and linked to O-AGR in the transitive
variant of the double object ditransitive frame, this complies with our earlier statement that S/A
detransitivisation is generally triggered by O:

(54)  Double object ditransitive — pid- ‘give’
a. A-pakku cha mithai pi-no.
1sPOR-younger.uncle child sweets give-IND.NPST[.3sS]
‘My uncle gives sweets to children’
b.  A-pakku ba=go mithai=le cha pi-no.
1sPOR-younger.uncle PROX=NMLZ sweets=RESTR child give-IND.NPST[.3sS]
‘My uncle gives only these sweets to children’

c. A-pakku-na ba=go cha-ce=le mithai
1sPOR-younger.uncle-ERG PROX=NMLZ, child-ns=RESTR sweets
pid-u-ku-ce.

give-30-IND.NPST-[35sA.]3nsO
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‘My uncle gave sweets only to these children’ (elicitation PRAR 2010)

Here are two more examples from the Chintang corpus for specific T and non-specific G with S/A
detransitivisation (55b) and for non-specific T and specific G with the transitive frame (56):

(55) a.  Hali, theke khan-a-mett-u-c-e?
oh why see-2[s]A-CAUS-30-3nsO-IND.PST

‘Why did you show them (your ass)?’ (CLC:CLLDCh4R06503.0950)
b.  Khan-mett-i-nin=kha lo!
see-CAUS-1p[i]S-NEG.[SUBJ.]NPST okay
‘Let’s not show (your ass) to people, okay?’ (CLC:CLLDCh4R06S03.0955)
(56) Cha-ce ma-khu-th-o-c-a Jjamma.
child-ns NEG-bring-NEG-30-3nsO-IMP[.2sA] all
‘Don’t bring stuff to all the children. (CLC:Tel_talk 02.028)

The only sentence in (53) that is in direct contradiction to our claim that S/A detransitivisation
is triggered by O is the third, where S/A detransitivisation is impossible in spite of G being non-
specific and seemingly because T is specific. However, the ungrammaticalness of this sentence may
be explained by another factor. In Chintang, arguments are in general put the farther to the left of
the predicate the more topical they are (cf. section 2.3.2). In the sentence in question, the argument
that is more likely to be perceived as topical is the specific T ghasa. However, the argument that is
marked to be more topical by means of word order is the non-specific G piZ. Although it is by no
means impossible to bring non-specificity and topicality together, this requires a special context
that does not necessarily come to the mind of a speaker in an elicitation context. This, and not the
fact that T is specific, was probably why Pi? bago ghasa pidehé was judged as ungrammatical by
Bickel’s informant. In the examples in (54) elicited by myself, the specific argument was placed
before the non-specific argument in order to avoid clashes between specificity and topicality. See
section 2.4.3.1 below for a general discussion of the position of detransitivised O.

Bickel et al. (2010) repeat the claim that detransitivisation is triggered by the non-specificity of
T and G for the other two ditransitive frames (direct and primary object ditransitive). The examples
below are intended to show that both specific T and G are incompatible with S/A detransitivisation.

(57) (*A-)kam  (*a-)khim-be pans-e-h-é.
1sPOR-friend 1sPOR-house-LOC; send-PST-1sS-IND.PST
‘I sent friends home.

(58) (*A-)kam  (*a-)gol-na or-e-h-¢.
1sPOR-friend 1sPOR-ball-ERG hit-PST-1sS-IND.PST
‘T hit friends with balls. (Bickel et al. 2010:390)

If it is really O that triggers S/A detransitivisation, the double direct ditransitive verb pans- ‘send’
should be detransitivisable even when its G-LOC is specific (akhimbe ‘to my house’), and the same
should be true for the primary object ditransitive verb or- ‘hit (by throwing)’ with a specific T-ERG
(agolna ‘with my ball’). However, these examples have the same flaw as those for the double object
ditransitive frame — placing O (i.e. the T kam for pans- and the G kam for or-) to the left of the
other ditransitive argument while at the same time using S/A detransitivisation and marking the
other argument by a possessive prefix suggests that the referent of O is both more topical than this
argument and less specific, which is a highly marked constellation and therefore likely to lead to
the rejection of these sentences.

The sentences in (59) and (60) below show that S/A detransitivisation is again possible when a
clash between specificity and topicality is avoided by placing non-specific arguments closer to the
verb. The a examples illustrate S/A detransitivisation with both O and the third argument being
non-specific, the b examples have S/A detransitivisation triggered by a non-specific O and in spite
of the third argument being specific, and the ¢ examples have the transitive frame triggered by
specific O and in spite of the third argument being non-specific.

44



2.4. FORMAL PROPERTIES OF S/A DETRANSITIVISATION

(59)  Direct object ditransitive — yokt- ‘apply’:
a.  Daktar khuwa-be dabai yok-no.
doctor wound-LOC; apply-NPST][.3sS]
“The doctor applies medicine to wounds.

b.  Daktar ba=go khuwa-be  khalakhala=kha dabai
doctor PROX=NMLZ; wound-LOC; various=NMLZ; medicine
yokt-a-s-e.

apply-PST-PRF-IND.PST][.3sS]
“The doctor has applied various medicines to this wound’

c.  Daktar-na ba=go dabai  bibhinna ma?mi-ko khuwa-be
doctor-ERG PROX=NMLZ, medicine several person-GEN wound-LOC;
yokt-o-s-e.

apply-3[s]O-PRF-IND.PST[.3sA]
“The doctor has applied this medicine to several people’s wounds.
(elicitation PRAR/RBK 2010)
(60)  Primary object ditransitive — dipt- ‘wrap’:
a. Yo=go kok khali=ta  lapho?a-na dip-no.
DEM.ACROSS=NMLZ, rice always=FOC leaf-ERG ~ wrap-IND.NPST[.3sS]
‘He always wraps rice with leaves.
b.  Yo=go kok ba=go lapho?a-na dip-no.
DEM.ACROSS=NMLZ; rice PROX=NMLZ, leaf-ERG  wrap-IND.NPST[.3sS]
‘He wraps rice with this leaf’

c. Yo-sa-na ba=go kok lapho?a-na dipt-o-ko.
DEM.ACROSS-OBL-ERG PROX=NMLZ, rice leaf-ERG  wrap-3[s]O-IND.NPST[.3sA]
‘He wraps this rice with leaves’ (elicitation PRAR 2010)

To summarise, the object selected by S/A detransitivisation in Chintang is the NOM-marked argu-
ment that is linked to O-AGR in the transitive frame and not indexed at all in the detransitivised
frame. This O does not only subsume the formal behaviour of all transitive frames but is also the
argument whose referent is responsible for the alternation: specific O require the transitive frame,
non-specific O the detransitivised frame. Functionally this puts S/A detransitivisation close to typ-
ical differential object indexing systems, where object agreement is a device for tracking referents
(Iemmolo 2011:133).

At the end of this section it should be mentioned that S/A detransitivisation is not the only
process that defines O. The following argument selectors make reference to precisely the same
grammatical relation:

e In S/O detransitivisation, the argument that can become S is always O (section 2.3.4.2).
o The referent of the passive participle -mayan is the O of the verb it attaches to.

e Raised agreement in the constructions discussed in section 2.3.5 is always linked to O, be it
O-AGR or S-AGR (see sections 2.4.4.1, 2.4.4.2 for details).

e The purposive -si can index O and only O by nominal possessive prefixes.

Raised agreement and the purposive also interact with S/A detransitivisation in interesting
ways and are therefore discussed in sections 2.4.4.2, 2.4.4.1, and 2.4.4.4 below.

2.4.3 Syntactic independence of detransitivised objects
2.4.3.1 Position

In the last section we have seen that S/A detransitivisation can sometimes interact with word order.
Arguments that precede others tend to be interpreted as more topical, and topical referents are
much more often specific than non-specific. Therefore, when the non-specific O of a detransitivised
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trivalent frame is combined with a specific third argument (T or G, depending on the frame), it may
normally not precede that argument since that would imply that it is both more topical and less
specific than it.

This could lead us to assume that detransitivised O must always stand next to the verb, which
would create another parallel to noun incorporation. This is, however, not the case. While in
bivalent frames AQOV as in (61) certainly is the default, OAV as in (62) is also possible:

(61) Khem-e caklet ca-no?
Khem-NAME.NTVZ sweets eat-IND.NPST[.3sS]
‘Does Khem eat sweets?’ (CLLDCh1R02S03a.061)

(62)  Nassa akka ca-na-nin.
fish 1s  eat-1sS-NEG.[SUBJ.]NPST
‘Tdon’t eat fish’ (elicitation PRAR 2010)

Fronting the detransitivised O as in (62) does imply topicality, but as has been mentioned above,
this is not impossible in principle. There are two contexts in which it is possible to utter a sentence
like (62). Either there could be a fish (or a fish dish) that has been mentioned several times and
that is therefore topical. The referent that triggers S/A detransitivisation is then not the fish as a
whole but a non-specific subdivision of it — a more appropriate if artificial translation would then
be ‘Tdon’t eat from the fish’. More about non-specific subamounts can be found in section 2.6 and
especially in section 2.6.3.2.

The other option to interpret (62) is to assume contrastive topicality. The topic that justifies
fronting nassa is then not fish but a larger category such as available dishes (‘I would like some
soup, but I don’t eat fish’) or edible animals (‘I eat meat but I don’t like fish’) within which fish
is contrasted with one or several other options. This interpretation is more likely than the first
possibility because highly topical referents that can be easily inferred are very rarely overtly men-
tioned in Chintang (cf. section 2.3.1). In the case of contrastive topic it is necessary to mention the
contrasting category because only the supercategory (dishes, edible animals) is already accessible.

(63) shows that detransitivised O can not only be separated from the verb by A but also by
adjuncts:

(63) Yum athaba kok=yan car din khe?na le?le ani ca-i-ki.
salt or rice=ADD four day TMP.ABL only 1pi eat-1p[i]S-IND.NPST
‘As for salt and rice, we only eat them four days after (the death of a close relative).
(CLC:LH_Lal.0715)

Detransitivised O can not only occupy the initial position in a clause, they can also be put into the
afterthought position after the verb:

(64)  A-ca-no kok?
2[s]S-eat-IND.NPST rice
‘Do you eat rice?’ (CLC:CLLDCh2R11506.243)

In section 2.4.2 above, some examples from Bickel et al. (2010) were discussed. It was speculated
that one of these was ungrammatical because of its word order. This example is repeated below for
convenience.

(65) *Pi? hun=go ghasa pid-e-h-é.
cow MED=NMLZ, grass give-PST-1sS-IND.PST
‘I gave this grass to cows. (Bickel et al. 2010:389)

Pid- ‘give’ is a double-object ditransitive verb, so O-AGR goes with G and S/A detransitivisation
is conditioned by the same argument. The problem in (65) is that the high topicality of pi? that is
suggested by its being placed before T clashes with the low specificity suggested by its not being
indexed on the verb. That this is in fact the case is confirmed by the example in (66), which is
structurally parallel but grammatical. The reason is that the =yan ‘also’ on the fronted G invokes a
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context of contrastive topicality (‘we used to tell this story not only to adults, but also to children’),
which reconciles topicality and non-specificity.

(66) Cha=yan ba  katha lud-i-yakt-i-he.
child=ADD PROX story tell-1p[i]S-IPFV-1p[i]S-IND.PST
‘We used to tell this story to children, too. (elicitation RBK 2012)

Although the placement of O is free in principle, there still might be a statistical association. I
tested this for the monotransitive frame, which is the most frequent of the transitive frames. In
the syntactically annotated part of the CLC, P directly precedes V (ignoring particles) in 196 out of
737 fully monotransitive frames (27%). The same proportion for the detransitivised monotransitive
frame is 134/466 (29%). This difference does not only look small but is also statistically insignificant
(p = 0.32). It follows that detransitivised P (and probably O in general) are not any more often
directly followed by V than other P/O.

To summarise, this section has shown that the position of detransitivised O is flexible and
follows in principle the same rules as that of other arguments. This is evidence against an analysis
of S/A detransitivisation as noun incorporation.

2.4.3.2 Presence

Differently from S/O detransitivisation and other processes such as noun incorporation, S/A de-
transitivisation in Chintang does not change the valency of a predicate. We have already seen
numerous examples with overt O in various positions that show this. In fact, so far we have not
seen any examples with covert detransitivised O, which is unexpected given the general low refer-
ential density found in Chintang (section 2.3.1). However, dropping detransitivised O is possible,
even though this happens much less frequently than with transitive O or any other arguments. The
sentences below show examples of covert O for each major transitive frame.

Transitive — nek- ‘bite’:

(67) Yan-ce u-nek-no.
fly-ns 3[p]S-bite-IND.NPST
‘Flies bite. (field notes 2010)

Direct object ditransitive — tat- ‘bring’:

(68)  Hunci-jhani=yan ta?-no nan.
2dPOR-wife=ADD bring-IND.NPST[.3sS] but
“Their wives also bring (that much into marriage). (CLC:CTN_Fut_PIn.493)

Primary object ditransitive — ap- ‘hit (by hurling/shooting)’:

(69)  Ap-no=kha=lo!
hit-IND.NPST[.3sS]=NMLZ,=SURP
‘He shoots (at the tangerines). (CLC:CLLDCh1R06S01.342)

Double object ditransitive — cind- ‘teach’:

(70) Aba akka=ta ci-ya-7G=mo kinana  aba akka na
now 1s=FOC teach-1sS-IND.NPST=CIT SEQ CTOP now 1s  CTOP
mai-cek-yokt-a-ns-e-h-é.
NEG-say-NEG-PST-PRF-PST-1sS-IND.PST
‘As for me I didn’t say “T will teach”’ (CLC:Durga_job.181-182)

Transitive experiential — rek katt- ‘be angry about’:

(71) Ani-rek katt-i-nin.
1piPOR-anger bring.up-[SUB]J.]1p[i]S-NEG.NPST
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‘Let’s not be angry. (elicitation RBK 2012)

The conditions for dropping detransitivised O are pragmatic, so an O can be covert whenever it can
be reconstructed from the cotext or the context. For instance, (67) was uttered in a very specific
context: the speaker was sitting on a veranda on a hot day doing nothing. She said Yance unekno
while shooing away some flies that were sitting on her daughter’s skin. It would have been un-
necessary to add ma?mi ‘people’ to the sentence because all other beings that are pestered by flies
were irrelevant in that context, anyway.

The other examples with covert O given above can also be explained via pragmatics, too:

e (68) was uttered within a long conversation on the (female) speakers’ possibilities and in-
equalities between women and men. At the time the sentence was uttered it was clear that
the only possible T (= O) could be property (men have an advantage over women because
the family of their wife has to pay a dowry).

e In (69), an older boy has just given the boy who uttered the sentence an orange. The younger
boy sits down to eat it, and the older boy goes away to shoot down more (presumably with
a sling, the preferred weapon of boys in Chintang). When the younger boy sees what the
other does he says the sentence.

e In (70) the whole preceding paragraph was about teaching students (which are, in a sense,
the only possible G (= O) of cind- ‘teach’, anyway).

Another context where S/A detransitivised O can be covert is when they are so unspecific that
basically any referent could be inserted. For instance, in one story in the Chintang corpus about a
mouse and a cat, the malicious mouse tells all inhabitants of a village that the cat is used to stealing
various things such as milk, meat, eggs, and bread (72). When the cat arrives, all villagers know
that it steals anything (73) and start to beat it.

(72)  Pempak=yan khut-na-ca-no=kha.
bread=ADD  steal-LNK-eat-IND.NPST[.3sS]=NMLZ,
“It even steals bread” (, said the mouse.)’ (CLC:story_ cat.233)

(73)  Jamma ma?mi-ce-na u-nis-e=pho, menuwa khut-no=kha=mo kina.
all person-ns-ERG 3pS/A-know-IND.PST=REP cat steal-IND.NPST=NMLZ,=CIT SEQ
‘All the people knew that the cat was stealing/was a thief’ (CLC:story_ cat.240)

This condition makes dropping O possible even when there is neither cotext nor context. For
instance, I was asked the sentence in (74) by a speaker out of context:

(74) Hana-ko-be u-khu?-ni?-nin?
2s-GEN-LOC; 3pS-steal-IND.NPST-NEG
‘Don’t people steal in your country?’ (field notes 2011)

Note that dropping O is much less frequently possible in elicitation than in natural data. The
reason for this seems to be that elicited sentences usually lack a context, and when the speaker
cannot come up with a plausible context himself he will reject the sentence just for that reason.
This is especially common in argument dropping, which depends on cotext and context even more
than other mechanisms. Elicitation data are thus not very useful here. For instance, O was judged
to be obligatorily overt in the elicited example in (75) in spite of the utterance being structurally
identical to (67):

(75)  I-phak  *(ma?mi) nek-no?
2sPOR-pig people  bite-IND.NPST[.3sS]
‘Does your pig bite people?’ (elicitation PRAR 2010)

Inspite of the relative freedom speakers have in making detransitivised O overt or covert, it is still
remarkable that transitive O are dropped much more often. Out of 1368 fully transitive O in the
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annotated part of the CLC, 559 (41%) are overt. The proportion for detransitivised O is notably
higher, with 338 out of 544 (62%). This difference is highly significant with p < 0.01.

Presently I do not have a straightforward explanation for this. I can offer a motivation, though.
Since transitive O are specific, it is possible to track them in discourse. Even if their identity in a
greater context is not clear at the time they are first introduced via indexing, it is usually possible
to identify them via the things they do or that are done to them within discourse. This possibility
bears the promise that the hearer might be able to infer more about the identity of the referent as
discourse develops and he learns more and more about it. By contrast, non-specific O cannot be
tracked, so it is not possible (or at least rather difficult) for the hearer to learn more about them
in the course of a conversation and ultimately identify them. The speaker is thus under greater
pressure to identify at least the category of such referents upon their first mention by using an
overt NP.

2.4.3.3 NP-hood

If S/A detransitivisation is akin to noun incorporation, one would expect that detransitivised O
cannot form the head of fully expanded NPs. This is, however, not the case. Below are examples
for detransitivised objects modified by an adjective (76a) and by a numeral (76b).

(76) a.  Akka bajar-be mi=kha bada khed-e-h-é.
1s market-LOC; small=NMLZ, pot buy-PST-1sS-IND.PST
‘I bought small pots on the market.
b.  Akka thitta seu koi-ya-7a.
1s  one apple search-1sS-IND.NPST
T'm looking for one (arbitrary) apple. (elicitation PRAR 2010)

Detransitivised objects are very rarely modified by demonstratives (77a) and possessors (77b). This
is due to functional reasons (cf. sections 2.6.4.1, 2.6.4.2).

77y a. To cuwa a-thun-no=kha?
DEM.UP water 2[s]S-drink-IND.NPST=NMLZ,
‘Do you drink (from) the water up there?’ (CLC:CLLDCh1R03S06.221)
b.  U-kok=ta ca-na-nup.
3sPOR-rice=FOC eat-1sS-NEG.[SUBJ.]NPST
‘I won’t eat (from) his rice. (CLC:CLLDCh1R12503.428)

Detransitivised O can also be modified by a relative clause (78a) and even form the head of a relative
clause themselves (78b):

(78) a. Akka han-no=go ca-ma le-na-7a.
1s be.hot[.3sS]-IND.NPST=NMLZ, eat-INF like-1sS-IND.NPST
T like eating hot stuff’ (elicitation PRAR 2010)
b.  Dhankuta-be tog-i-ki=go kitap cai  akka ne-na-7a-nin.
Dhankuta-LOC, get-1p[i]S-IND.NPST=NMLZ; book RETRV 1s read-1sS-IND.NPST-NEG
‘T don’t read the kind of books one finds in Dhankuta’ (elicitation RBK 2010)

2.4.4 S/A detransitivisation in complex sentences
2.4.4.1 Raising with the infinitive -ma

The infinitive -ma is one of the two non-finite forms that occur with raising (cf. section 2.3.5).
Matrix verbs taking infinitival clauses make use of three raising modes that were already discussed
in section 2.3.5.2. They are illustrated once more in (79) with the verb kond- ‘want, try, must’, which
occurs with all three modes depending on its semantics. Complete raising (A-ERG and A+O-AGR
in the matrix) can be seen in (79a), O to S-AGR (A-ERG and S-AGR with O in the matrix) in (79b),
and minimal raising (A-ERG and dummy 3sS-AGR in the matrix) in (79c).
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(79)  a.  Bhale-na thok-ma na-kon-no goneti!
cock-ERG peck-INF 3>2[s]-want-IND.NPST ATTN
‘Watch out, the cock wants to peck you!’ (CLC:CLLDCh1R07502.847)
b.  Master-ce namaskar aphis-be=yan  mer-ma-ce  u-kon-no.
teacher-ns greeting  office-LOC;=ADD do.to-INF-3nsO 3pS-be.necessary-IND.NPST

‘We also have to greet the teachers in the office’ (CLC:exp_uni.180)
c. Hun=go cakhan-ce kok-ce na  u-mma-na ca-ma=ta

MED=NMLZ, millet.porridge-ns rice-ns CTOP 3sPOR-mother-ERG eat-INF=FOC

kon-no.

be.necessary-IND.NPST
‘His mother has to eat those servings of porridge and rice’
(CLC:phengniba_tale.129c)

The argument that is raised to matrix O- or S-AGR in modes 1 and 2 is the same argument that
would trigger O-AGR in an independent matrix, i.e. O. This is illustrated for each of the transitive
frames by the sentences below.

(80) Monotransitive frame:
a. Akka kam-ce tup-ma mai-tok-t-u-cu-h-e.
1s  friend-ns meet-INF NEG-get.to-NEG-30-3nsO-1sA-IND.PST
‘Tdidn’t get to meet (my) friends’
b. Akka-na hana khem-ma a-kon-no.
1s-ERG 2s  listen.to-INF 2[s]S-be.necessary-IND.NPST
‘T have to listen to you. (elicitation RBK 2010)

(81)  Transitive experiential frame:
a. Sita-na akka khoi?-ma u-ramma u-kai?-ya-7a.
Sita-ERG 1s  pester-INF 3sPOR-joy 3[s]A-bring.up-1sO-IND.NPST
‘Sita enjoys pestering me’
b.  Bhaggemani ghatana-ce ani-ramma kai?-ma  u-kon-no.
fortunate event-ns  1piPOR-joy bring.up-INF 3pS-be.necessary-IND.NPST
‘One should appreciate fortunate events’ (elicitation SAR 2011)

(82) Direct object ditransitive frame:

a. Yo-sa-na akka bibhinna des-be? khai?-ma

DEM.ACROSS-OBL-ERG 1s various  country-LOC; take-INF

u-hi-ya-7a.

3[s]A-be.able-1sO-IND.NPST

‘He can take me to various countries’ (elicitation PRAR 2010)
b. U-mu=ta pok-ma-tha-ma  a-kond-e=phe!

ACCESS-DEM.DOWN=FOC leave-INF-NEXT-INF 2[s]S-be.necessary-IND.NPST=IRR

‘One should have left you down there!’ (CLC:CLDLCh3R01504.019)

(83) Primary object ditransitive frame:
a. Hun=go sin-ce  hana cakku-na dhik-ma a-hid-o-ko-ce-nin.
MED=NMLZ; wood-ns 2s  pen.knife-ERG cut-INF 2[s]A-be.able-30-IND.NPST-ns-NEG

“You can’t cut those logs with a pen knife’ (elicitation PRAR 2010)
b.  Hicci-ban=ta lauri-na tei-ma a-kon-ce-ke.
two-HUM.CLF=FOC stick-ERG beat-INF 2S-be.necessary-d-IND.NPST
‘All two of you should be beaten with a stick’ (elicitation RBK 2010)
(84) Double object ditransitive frame:
a. Yo-sa-na ma?mi-ce koseli pi-ma  nis-o-ko-ce-nin.
DEM.ACROSS-OBL-ERG person-ns present give-INF know-3[s]O-IND.NPST-3nsO-NEG
‘He doesn’t know to give the people presents’ (elicitation PRAR 2010)
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b. Hun-ce gali  pi-ma-ce u-kon-no.
MED-ns scolding give-INF-3nsO 3pS-be.necessary-IND.NPST
“They should be scolded. (elicitation RMR 2010)

Bickel et al. (2010:11) claim that with primary object ditransitive verbs both T and G can be raised.
However, the examples they provide for this are morphologically ambiguous. They use (85a) to
illustrate that G can raise — this is expected, since G is O for primary object ditransitive verbs such
as or- ‘hit (by throwing)’. They then continue with (85b), which allegedly illustrates raising of T
with case reassignment (T-ERG > T-NOM). However, the infinitive oma can be derived from either
or-or os- ‘throw’, which is a double object ditransitive verb. If one assumes that (85b) is an instance
of os-, the example is in accordance with what has been said above: T is O and hance marked by
NOM and raisable to S-AGR. No case reassignment has to be assumed.

(85) a. Gol-na o-ma a-kon-no.
ball-ERG hit-INF 2[s]S-be.necessary-IND.NPST
‘You must be hit with a ball’
b.  Gol-ce 0-ma u-kon-no.
ball-ns throw-INF 3pS-be.necessary-IND.NPST
‘Balls must be thrown. (Bickel et al. 2010:393)

The specificity of O does not only govern A case and A+O-AGR in simple frames but also in com-
plex frames involving infinitives. A-ERG and A+O-AGR can therefore only be raised when the
embedded O is specific. Otherwise S/A detransitivisation is carried out as far as possible under the
restrictions posed by the raising mode. In complete raising, this means that the whole complex
frame appears in the detransitivised variant. (86) shows an example where (86a) is fully transitive
and (86b) is detransitivised.

(86) a.  Pheri maowadi-ce-na marmi-ce sei?-ma u-lapt-u-ku-ce.
again maoist-ns-ERG person  kill-INF 3pA-be.about.to-30-IND.NPST-3nsO
‘The maoists are about to kill (certain/some) people again’
b.  Pheri maowadi-ce ma?mi sei?-ma u-lap-no.
again maoist-ns  person kill-INF 3pS-be.about.to-IND.NPST
‘The maoists are about to kill people again’ (elicitation RBK 2012)

A couple of matrix verbs have A+O-AGR even when the embedded verb is intransitive (section 2.3.5.3).
However, this does not in principle constrain their ability to raise S/A detransitivisation. (87) shows
an example for chitt- ‘find the time to’. When the embedded frame is intransitive, chitt- has dummy
3s0-AGR (87a). When the embedded frame is transitive, the default is to link embedded O to ma-
trix O-AGR (87b). However, when the embedded O is non-specific, S/A detransitivisation is raised
(87¢).

(87) a. Sa-pa im-ma chitt-o-ko-nin/
who-ERG sleep-INF find.time.to-3[s]O-IND.NPST[.3sA]-NEG
“chi?-nik-nin?
find.time.to-IND.NPST[.3sS]-NEG
‘Who doesn’t find the time to sleep?’ (elicitation SAR 2011)
b.  Phalto ma?mi-na hun-ce ci-ma  chitt-u-c-e.
other person-ERG MED-ns teach-INF find.time.to-30-3nsO-IND.PST[.3sA]

‘Somebody else found the time to teach them. (elicitation RBK 2010)
c. Sa-lo kam tup-ma chi?-nik-nin?

who-NOM friend meet-INF find.time.to-IND.NPST[.3sS]-NEG

‘Who doesn’t find the time to meet friends?’ (elicitation SAR 2011)

(87c) shows that verbs like chitt- do not ban intransitive morphology in general but only when the
embedded frame is intransitive.
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Raising S/A detransitivisation is also possible with the highly flexible and polysemous verb
kond-, which uses complete raising in the sense ‘want, try’ but O to S-AGR or dummy 3sS-AGR in
the sense ‘must’. When the O is specific, the two senses can always be distinguished by the tran-
sitive or intransitive inflection of kond-. For instance, (88a) can only be taken to code a volitional
action. However, when O is non-specific and accordingly the whole frame is detransitivised even
with ‘want, try’, ambiguities as in (88b) can arise.

(88) a. Debi-na u-kam-ce Kathmandu-be tup-ma kond-u-ku-ce.
Debi-ERG 3sPOR-friend-ns Kathmandu-LOC; meet-INF want-30-IND.NPST-[3sA.]3nsO
‘Debi wants to/*must meet her friends in Kathmandu.
b.  Debi Kathmandu-be naya kam tup-ma kon-no.
Debi Kathmandu-LOC; new friend meet-INF be.necessary-IND.NPST
‘Debi wants to/must meet new friends in Kathmandu. (elicitation RMR 2010)

Two verbs, let- ‘stop, abandon’ and latt- ‘stop, have had enough of” display a rather special be-
haviour in that dummy 3sO-AGR is maintained even with non-specific O but S/A detransitivisation
still shows up in the case of A:

(89) a. Abinas-na kok ca-ma led-o-s-e.
Abinas-ERG rice eat-INF stop-3[s]O-PRF-IND.PST[.3sA]
‘Abinas has stopped eating the rice.
b.  Abinas kok ca-ma led-o-s-e.
Abinas rice eat-INF stop-3[s]O-PRF-IND.PST[.3sA]
‘Abinas has stopped eating rice. (elicitation SAR 2011)

In raising mode 2 (O to S-AGR), embedded O is linked to matrix S-AGR. We would expect that
this is not possible with non-specific O since they also cannot trigger O-AGR. This is hard but not
impossible to prove. The problem is that SAP O are always specific, so raising is always possible
with them. In order to produce a minimal pair, we have to use NSAP O. 3sO is excluded because
the result of raising 3sO to S-AGR is indistinguishable from dummy 3sS-AGR, so the only context
where the effect of specificity on this kind of raising can be investigated is with 3nsO. (90) shows
an example with a dual. In (90a), which doesn’t have raising, both a specific and a non-specific
interpretation are possible. (90b), which does have raising, only allows a specific interpretation.
Thus, while specificity does not fully determine raising (a specific O is compatible with both raising
and dummy 3sS-AGR) it does constrain it (only a specific O can be raised).

(90) a. Ba tei-be hicci-ban ni-ma  kon-no.
PROX village-LOC; two-HUM.CLF know-INF be.necessary-IND.NPST[.3sS]
‘In this village you have to know two (specific) people.

b. Ba tei-be hicci-ban ni-ma  u-kon-ce-ke.
PROX village-LOC; two-HUM.CLF know-INF 3nsS-be.necessary-d-IND.NPST
‘In this village there are two people you have to know’ (elicitation RBK 2012)

In mode 3 (dummy 3sS-AGR), where only A case is raised, it is still possible to distinguish between
the transitive and the detransitivised frame precisely by this criterion. Compare (91a), where the
embedded O is specific and accordingly A is marked by ERG, with (91b), where O is non-specific
and A marked by NOM:

(91) a. Ha=go bha-i?=ko rahansahan lis-e, hun=go
PROX=NMLZ,; PROX-LOC,=NMLZ, tradition become-IND.PST[.3sS] MED=NMLZ,
samet kani-na ni-ma  kond-a-ns-e.
as.well 1pi-ERG know-INF be.necessary-PST-PRF-IND.PST][.3sS]

“That is a tradition of this place, so we have to know that as well’
(CLC:Student_life.085)
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b.  Hun-ce thitta them=yan khei?-ma kon-nik-nin.
MED-ns one  what=ADD buy-INF be.necessary-IND.NPST[.3sS]-NEG
‘They don’t have to buy anything (CLC:Durga_job.161)

2.4.4.2 Raising with the converb -saga

The foregrounding converb -sana is the other non-finite form that occurs with raising (see sec-
tion 2.3.5). Since the light verbs used together with -sana have special grammaticalised meanings
in this construction, -sana always has true raising, that is, the finite verb does not assign roles to the
arguments that it indexes (in contrast to the infinitive, where frame superimposition is possible).
(92) shows another example for this.

(92)  Pacche jo pujari-na sahuliyat pi-ma  par-ne pi-sana
later ~ whatever priest-ERG assistance give-INF be.necessary-IPFV.PTCP give-CVB.FGR
na-khai?.

3>2[s]-take[.SUBJ.NPST]
‘Later the priest will start giving you whatever assistance he must give you. (CLC:kothari
talk.164)

As with the infinitive, the specificity of the O governs raising. When the embedded O is specific,
the matrix frame is transitive (93a); when it is non-specific, the matrix frame is S/A detransitivised
(93b).

(93) a. Hui-sa-na jagga-be=ko urbarasakti is-sana
MED-OBL-ERG land-LOC,=NMLZ, fertility destroy-CVB.FGR
khatt-o-ns-e.
take-3[s]O-PRF-IND.PST[.3sA]
‘But that started to spoil the fertility of the land’ (CLC:exp-wadh _DK.096)
b.  Abo pahila bhonda ani tei-be nikkai ta  tup-sana
now earlier COMP 1pi village-LOC; much FOC understand-CVB.FGR
thapt-i-ki.

bring.across-1p[i]S-IND.NPST
‘Now we come to understand more than in earlier times in the village. (CLC:chintang
now.713-714)

A specialty of the -sana constructions is that in some etymologically related pairs of light verbs
a lexically intransitive light verb is used when the embedded frame is intransitive and a lexically
transitive light verb when the embedded frame is transitive (section 2.3.5.4). Interestingly, both the
intransitive and the transitive variant are possible when the embedded P is non-specific and the
whole sentence is therefore S/A detransitivised. This is shown in (94), where khat- ‘go’ and khatt-
‘take’ are alternatively used with a non-specific O:

(94) a. Hun-khi pod-e num-sana khatt-i pacchi...
MED-MOD learn-V.NTVZ do-CVB.FGR take-[SUB]J.]1p[i]S POST
‘After we take up studying in that way... (CLC:Ganesh_talk.131)
b.  Jatti badde pod-e num-sana khad-i...
however.much much learn-V.NTVZ do-CVB.FGR go-[SUB]J.]1p[i]S
‘The more we study... (CLC:Ganesh_talk.129)

This points to the detransitivised frame taking an intermediate position between the transitive and
the intransitive frame: case and agreement justify using an intransitive light verb, whereas the
presence of more than two arguments justifies a transitive light verb. So far I have not been able to
find a difference between the two variants. A similar phenomenon is found with the transitivity-
sensitive aspect marker -hat(t) (see section 2.6.4.3).
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2.4.4.3 Agreement with the infinitive -ma

Many non-finite verbs in Chintang are only non-finite in the sense that they have reduced pos-
sibilities for expressing morphological categories. In particular, most non-finite forms can show
agreement of some kind. The infinitive is no exception here in that it has optional agreement with
3nsO (cf. section 2.2.3). This is particularly frequent in connection with deontic light verbs (95) or
in the independent use of the infinitive, which occurs with events that follow a schedule (96).

(95)  Koni abo pha-ma-ce  par-y-o nan.
no.idea now help-INF-3nsO fall-PST-3s but
‘T don’t know, probably (I) should help them. (CLC:Gen_ talk.065)

(96) Tanphekma mei?-ma, jhyal  dhoka-ce cup-ma-ce...
broomstick apply-INF window door-ns close-INF-3nsO
‘(I had various chores such as) sweeping the floor, closing the windows and doors...
(CLC:origin_myth.412)

The verbal suffix -ce [3nsO] is obviously related to the nominal suffix -ce [ns]. However, synchron-
ically these two should be kept separate. One reason is that they are functionally distinct even
on verbs. Several events or several states resulting from events are not the same as a single event
with several objects. Compare the following two clauses, where the first contains a nominalising
infinitive with -ce [ns] and the second contains -ce [3nsO]:

(97) a. U-ca-ma-ce charasta a-pokt-u-m-cu-m.
3sPOR-eat-INF-ns scattered 2A-leave-30-2pA-3nsO-[SUBJ.NPST.]2pA
“You might leave his foodstuffs scattered’ (CLC:CLLDCh2R04504.0494)

b. Ca-ma-ce kon-no?.
eat-INF-3nsO be.necessary-IND.NPST[.3sS]
“They should be eaten’ (CLC:phengniba_tale.398)

Another, more important reason why -ce on infinitives should be considered as a verbal suffix is
also relevant in the context of S/A detransitivisation. -ce can only be used with transitive verbs and
is not used with any non-singular objects but only with those roles that would also trigger O-AGR
with a finite verb form. This is shown in the examples below.

Monotransitive — khag- ‘look after’:
(98) hani-gor-ce=yan ma-khan-ma-ce=ta
2pPOR-0x-ns=ADD NEG-look.after-INF-3nsO=FOC
‘without looking after your oxen’ (CLC:CLLDCh2R04S04.0616)

Transitive experiential frame — patte katt- ‘trust’:

(99)  Ani-guru-ce patte kair?-ma-ce kon-no.
1piPOR-teacher-ns trust bring.up-INF-3nsO be.necessary-IND.NPST[.3sS]
‘We should trust our teachers. (elicitation SAR 2011)

Direct object ditransitive — chons- ‘take (to), deliver’:

(100)  Ka-pi-ce cai  ba-i tair-ma-ce u-nakt-e.
ACT.PTCP-know-ns RETRV PROX-LOC; bring-INF-3nsO 3pS-be.necessary-IND.PST
‘All knowing people had to be brought here. (CLC:origin _myth.412)

Primary object ditransitive — humd- ‘bury’:

(101) Akka hum-ma-ce  hou!
1s  bury-INF-3nsO AFF
‘T'm going to bury you two!’ (CLC:CLLDCh1R02S04.0218)
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Double object ditransitive — cind- ‘teach’:

(102)  Akka ci-ma-ce hid-u-n-cu-n-nin.
1s teach-INF-3nsO be.able-30-1sA-3nsO-1sA-[SUBJ.]JNEG.NPST
‘I can’t teach them’ (CLC:Durga_job.051)

As a logical consequence, -ma [INF] can only be followed by -ce [3nsO] when its O is specific, i.e.
under the same conditions when O-AGR would be expected on a finite verb:

(103) a. Ana-pic-ce  ghasa pi-ma-ce kon-no.
1sPOR-cow-ns grass give-INF-3nsO must-IND.NPST[.3sS]
‘Our cows should be given grass’
b. Ma?mi khem-ma(*-ce) kon-no.
people listen.to-INF-3nsO must-IND.NPST[.3sS]
‘People should be listened to. (elicitation RBK 2010)

2.4.4.4 Agreement with the purposive -si

The purposive -si is used with intransitive verbs of motion and with direct object ditransitive verbs
to indicate the purpose of a motion. For instance:

(104) a. U-phuwa-na u-nisa sambok biu bhuk-si
3sPOR-elder.brother-ERG 3sPOR-younger.brother millet  seed sow-PURP
pans-e.
send-IND.NPST[.3sS/A]
‘“The elder brother sent the younger to sow millet’ (CLC:phengniba_tale.027)
b. Mo kina u-nisa sambok biu bhuk-si  khad-e.
CIT SEQ 3sPOR-younger.brother millet  seed sow-PURP go-IND.PST[.3sS]
‘And so the younger brother went to sow millet. (CLC:phengniba_tale.029)

When the O of the verb marked by -si is animate it can optionally be indexed by a nominal posses-
sive prefix. This is shown in the following examples.’
Monotransitive — las- ‘fetch’:
(105) Fite=lo  i-la-si kad-a-ns-e.
Jite=SURP 2sPOR-fetch-PURP come.up-PST-PRF-IND.PST[.3sS]
Tite has come up to fetch you. (CLC:CLLDCh2R03504.0140)

Direct object ditransitive — chons- ‘take (to), deliver’:

(106) U-chon-si khac-ce 0.
3sPOR-deliver-PURP go-[SUBJ.NPST.1]d[iS] RECNF
‘Let’s go to bring him back (elicitation SAR 2011)

Primary object ditransitive — ap- ‘hit (by hurling/shooting)’:
(107) U-ap-si u-kuns-a-s-a=kha.
3sPOR-hit-PURP 3pS-come.down-PST-PRF-PST=NMLZ,
‘“They have come down to shoot it’ (elicitation SAR 2011)

Double object ditransitive — pid- ‘give’:

(108) Hana i-saman i-pi-si lond-e-h-¢.
2s 2sPOR-goods 2sPOR-give-PURP set.out-PST-1sS-IND.PST
‘T've come to give you your stuff’ (elicitation SAR 2011)

“Since it is hard to imagine a context where an emotion is the purpose of a motion I did not add an example for a
transitive experiential verb marked by -si.
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As one would expect, this is not possible when the O of the purposive is non-specific (109a), and
when O is indexed it can only be interpreted as specific (109b). Note, though, that the purposive
without a possessive prefix can be interpreted as having either a specific or a non-specific O (109c).
Thus, while specificity constrains indexation with -si it does not fully determine it.

(109) a. Kam (“u-)tup-si kha?-no.

friend 3sPOR-meet-PURP go-IND.NPST[3sS]
‘He goes to meet friends.

b. Kam u-tup-si kha?-no.
friend 3sPOR-meet-PURP go-IND.NPST[3sS]
‘He goes to meet a (specific) friend/*friends’

c. Kam tup-si kha?-no.
friend meet-PURP go-IND.NPST[3sS]
‘He goes to meet a friend’ (elicitation RBK 2012)

2.4.45 Overt A in non-finite subclauses

There are two contexts where non-finite verb forms can have an overt A that is unambiguously
syntactically affiliated with them. One is where there is no coreferentiality constraint operating
between the non-finite verb and the associated finite verb, as in (110), where ani is only assigned a
role by the infinitive helakhanma and accordingly marked by ERG:

(110)  Ani-na Jalpadebi helakhan-ma i?-no=kha.
1pi-ERG Jalpadevi neglect-INF  be.bad-IND.NPST[.3sS]=NMLZ,
‘We are not allowed to neglect Jalpadevi (a goddess). (CLC:on_jalpadebi.011)

But even when there is a coreferentiality constraint (as in most constructions involving non-finite
forms), syntactic affiliation sometimes becomes clear by case. For instance, the purposive -si is only
used when its own S/A is coreferential with a moving argument (S or double object ditransitive
T) in the matrix. In the examples in (111) the A of the -si form is coreferential with the S of the
non-finite verb. Since A and S require different cases in the relevant frames, it is clear that the overt
NP representing S/A has been assigned case by the non-finite verb in (111a) but by the -si form in
(111b):

(111)  a.  U-nna=pho Gauron-ma jethi pha-si
3sPOR-elder.sister=REP Gaurong-F eldest.daughter help-PURP
khad-a-ns-a=kha.
go-PST-PRF-PST[.3sS]=NMLZ,
‘Theard her sister has gone to help the eldest of the Gaurong clan’
(CLC:CLDLCh2R02S02.504)

b.  Ba-ce-na a-ses-si u-tiy-a-ns-e.
PROX-ns-ERG 1sPOR-kill-PURP 3pS-come-PST-PRF-IND.PST
‘They have come to kill me’ (CLC:INT_JYR.0488)

Although it may seem unusual that non-finite forms can assign case, this is well attested in Chin-
tang with the purposive and the foregrounding converb -sana.

If non-finite forms can assign case to an A, it is theoretically possible that they can express
S/A detransitivisation even without O-AGR, viz. via A-NOM. The conditions for this are, however,
highly restricted: when the finite verb shares its S or T with the non-finite verb’s A, it cannot be
decided whether an overt NOM-marked NP has been assigned case by the non-finite or by the
finite verb. One thus either needs a case where A is shared between the two verbs but their O are
different and only the main verb O is specific, or a case where there is no sharing at all (and ERG is
not optional, differently from (110), where NOM would also have been possible because the A is a
pronoun). These special constellations are not attested in the Chintang corpus. Here is an elicited
example that shows that S/A detransitivisation can indeed be expressed via A case in the latter
situation:
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(112) a. Chana ba arkha thun-ma i?-no.
child-ERG PROX alcohol drink-INF be.bad-IND.NPST[.3sS]
‘A child mustn’t drink this schnapps’
b. Cha arkha thun-ma ir-no.
child alcohol drink-INF be.bad-IND.NPST|[.3sS]
‘Children mustn’t drink schnapps. (elicitation RBK 2012)

2.5 Functional preliminaries: Identifying referents

2.5.1 Introduction

The referential property of O that triggers S/A detransitivisation has so far been approximated as
specificity. Below are two examples that give a first impression of what this means.

(113) a. Debi-na seu kond-o-ko.
Debi-ERG apple look.for-3[s]O-IND.NPST[.3sA]
‘Debi is looking for the/an apple’
b.  Debiseu kon-no.
Debi apple look.for-IND.NPST[.3sS]
‘Debi is looking for apples. (elicitation PRAR 2010)

(114) a. Abosa tac-c-o.
now meat bring-[1]d[iA]-[SUBJ.]3[s]O
‘Now let’s bring the meat.
b. Abosa tac-ce.
now meat bring-[SUBJ.NPST.1]d[iS]
‘Now let’s bring (some) meat. (elicitation PRAR 2010)

The first sentence in each pair is transitive, the second sentence detransitivised. In (113a), Debi
is looking for one specific apple, which may or may not be identifiable for the hearer. Similarly,
(114a) is about a specific amount of meat. In (113b), Debi is looking for apples in general — there
might be one or several. The parallel (114b) is about an non-specific amount of meat — the speaker’s
group could bring more or less. These cursory characterisations already indicate that the kind of
specificity that is relevant for Chintang is closely connected to quantification. This connection is
especially striking with mass nouns such as sa ‘meat’ but can, as we will see, also be claimed for
count nouns such as seu ‘apple’.

In most instances of the transitive frame the English translation has an article (definite or in-
definite) on the object, whereas in most instances of the detransitivised frame the zero article is
used. This shows that the two phenomena revolve around a similar functional variable, or possibly
the same variable with somewhat different settings. Cases of divergence are useful for studying
the semantics of S/A detransitivisation more precisely. Below are two example sentences for this,
which follow each other in the corpus. Dabaice ‘medicines’ in the first sentence has O-AGR but no
article in English. The same word in the second sentence is most natural with the definite article
in English but triggers S/A detransitivisation in Chintang.

(115) a. C-o-wakt-u-c-e-ta dabai-ce.
eat-30-IPFV-30-ns-IND.PST[.3sA]-CONT medicine-ns
‘He used to take various kinds of medicine’ (CLC:appa_katha_talk.020)
b. Ca-sana=ta numd-a-kt-a-lok ek dini
eat-CVB.FGR=FOC do-PST-IPFV-[SUBJ.]PST[.3s5]-CVB.BGR one day
a-phe-ce bhai?-ni  u-thab-a-ci-e.

1sPOR-elder.brother-ns PROX-DIR; 3[p]S-come.over-PST-COMPL,-IND.PST
‘While he was still taking the medicine (he had got from the hospital), one day my
brother’s family came over for a visit’

(CLC:appa_katha talk.021-022)
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In order to explain cases like this one and to get a more precise idea of what specificity means in
Chintang, we first need a clear definition that is both strict enough to describe phenomena such as
the English articles and flexible enough to account for differences between languages. Below we
will not only discuss specificity but also definiteness since that gives us a broader view on the topic
and both are closely linked in the literature, anyway.

The categories in question have been among the most intensively discussed in linguistics for
more than a century: probably the oldest work which is still of relevance today is Russell (1905),8
two very recent ones Abbott (2010) and Kibrik (2011). Though there has been some progress in
that new and sometimes more powerful concepts have been developed to explain definiteness and
specificity, research in this area is still hampered by a couple of flaws:

e There has been what one might call “theoretical wholism”: functional concepts such as fa-
miliarity and uniqueness have been viewed as monolithic. Accordingly the discussion has
mostly been for or against concepts as a whole, thus preventing a more fine-grained under-
standing of definiteness and specificity.’

e Instead of explaining the whole range of definiteness and specificity, many scholars base
their discussion on a few very special examples. An early counterexample to this is Hawkins
(1978), who has collected and discusses a large amount of diverse examples. However, only
recently have there been tendencies to include data from natural language corpora (e.g. Ep-
stein 2002, Kambarov 2008).

o There has been little comparative work. To my knowledge the only large-scale typological
work so far is Lyons (1999), who is, however, theoretically superficial and also does not make
clear statements about what unites and what distinguishes phenomena in various languages
on the functional side. A more recent milestone has been the book by Kibrik (2011), which
is very aware of linguistic diversity and proposes a lot of typological parameters but still
is not based on a large set of systematically arranged data itself and has too wide a scope
to cover all details. Typological work is urgently needed since definiteness and specificity
are by no means exotic phenomena. Apart from the well-known Germanic and Romance
article languages, many more exotic languages and families feature articles, too (e.g. Insular
Celtic, Arabic, Lakhota...). What’s more, two widespread phenomena are often linked to
these functions, viz. differential argument marking (especially differential object marking,
cf. Bossong 1998) and antipassives (Heath 1976, Cooreman 1994).

The third problem is clearly out of scope of the present work — in this section, we will focus on
Chintang. The second problem is not a problem for this study since most examples have been taken
from the Chintang corpus. As regards the first problem, I would like to briefly sketch below how I
believe the discussion can be made more transparent. I will start from an intuitive understanding
of definiteness and specificity based on English and will then try to render this understanding more
precisely step by step.

2.5.2 The identification process

What are definiteness and specifity about? This question has so far generally been taken to be about
the functional factors behind these phenomena. As important as these may be, I believe there is a
sense to the question which is prior to them, viz. ‘What are they functions of ?’, or, more precisely,
‘Which cognitive process motivates paying attention to definiteness and specificity?’ This is the
process of identifying referents. Speakers mention or imply referents all the time, and hearers
have to identify these referents with entities in their own mind. Definiteness and specificity as

8If one takes into account less influential work research on definiteness and related topics dates even farther back — cf.,
for instance, the bibliography in Christophersen (1939).

One counterexample to this practice is the work of Chesterman (1991), who tries to explain the distribution of the
English articles and the Finnish partitive by combining three functional concepts, viz. (mental) locatability, inclusiveness,
and “extension” (a variable indicating whether a referent is instantiated (“actualised”) or not). He then presents a unified
theory based on relations between various kind of sets such as (p. 69) the “entity set” and the “referent set”. He does not
make sufficiently clear, however, how the three concepts presented first are related to this theory.
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grammatical functions serve to indicate whether and how this is possible. They are thus about
IDENTIFIABILITY in the first place.

The statements above may seem trivial, but they provide a simple base for talking more system-
atically about definiteness and specificity. If the identification of referents is the process motivating
these phenomena, the following components may play a role for their explanation:

e Pointing: The speaker points to a referent.

e Enhancement: The hearer enhances the given information concerning the identity of the
referent by all available means.

o Identification: Using the combined information, the hearer tries to identify the referent in a
mental space.

e Ability estimation: The speaker estimates whether the hearer can do this.

Several comments are in place at this point.

The first component might be taken to equal giving a referring expression. In fact, this is what
many authors have implicitly assumed, especially those coming from the philosophical tradition
or focussing on English (e.g. Chesterman 1991, Gundel et al. 1993, Abbott 2010). However, in many
of the languages of the world, the default for given referents in argument roles is not to mark them
overtly with a referring expression but to leave them covert. This is why I have chosen the term
POINTING to cover both overt marking and implication. This issue is highly relevant for Chintang
because it is an extreme language with respect to “pro-dropping” (cf. section 2.3.1). It is not only
possible and in fact usual to drop any referent that has been previously mentioned in discourse but
also to drop referents that have not been mentioned before. For instance, the following sentence is
completely normal, whether uttered at the beginning or in the middle of a conversation:

(116)  Pid-o-ps-e.
give-3[s]O-PRE-IND.PST[.3sA]
‘(He/somebody) has given (it/something) (to him/somebody).
(CLC:CLLDCh2R01S01b.1368)

I will use the term POINTER below where it is necessary to cover both referring expressions (= overt
pointers) and argument roles not occupied by an overt NP (= covert pointers).

The relevance of the second component in the process of referent identification — the enhance-
ment of information by the hearer — is directly related to that of the first, because overt pointers
often (if not mostly) do not provide all the information that is necessary for identifying a referent.
The important distinction between pointers and what the hearer makes out of them is not always
acknowledged in the literature. For instance, Birner and Ward (1994:93) cite the sentence “Tt’s hot
in here. Could you please open the window?” (as uttered in a room with three “equally salient” win-
dows) as an example for the use of the English definite article with an “entity” that is not uniquely
identifiable. However, even though the NP the window does of course not refer to such a unique
referent in an arbitrary context, it must do so in the context where this utterance is made, i.e. the
hearer has to be able to enhance the given pointer so that one referent emerges as the intended
one. If this condition is not given, the definite article becomes infelicitous. If all three windows
are closed and there are no other hints to the identity of the window (most importantly the lo-
cations of speaker and hearer in the room), Could you please open the window? will most likely
result in the reply Which one? Thus, Birner and Ward’s example only demonstrates that pointers
marked by the need not have a uniquely identifiable referent; however, the example is irrelevant
for enhanced pointers. This distinction becomes all the more important in a language like Chintang
where arguments are covert all the time.

Epstein (2002:337) provides a list of sources of additional information that are widely recognised
in the literature:

e previous discourse
e situational context
e common background of speaker/hearer
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e world knowledge
e bridging (= association based on world knowledge)

The third component of the identification process — identification proper — is the most impor-
tant one. Several things need to be said here. First, it is by no means a matter of course that
referents are mental entities. Though much of the more recent linguistic discussion of reference
(especially in typology) is based on this typically implicit assumption, there are fields (e.g. formal
semantics) where it is still highly unusual. What’s more, there is also the philosophical tradition
where it is one of the defining criteria of referents that they exist in the real world. For instance,
Heim (1983) states that not all indefinite and definite expressions refer and introduces the term
“file card” for entities that correspond to NPs uttered in discourse but not necessarily to referents
in the real world. Chesterman (1991:10) likewise mentions “non-referential” definite expressions
and concludes that reference is not important for the description of definiteness. Abbott (2010),
which otherwise presents very informed overviews of research into reference and a lot sophis-
ticated discussion, does not even mention the possibility that referents might not be real world
entities.

The reason why I chose to define referents as mental entities here is a terminological one.
Presently there can be no doubt that the inclusion of mental referents is most useful for the de-
scription of definiteness and specificity (and probably of any linguistic phenomena related to ref-
erence) — for instance, the use of the English definite article in fiction can hardly be explained if
one assumes that its use marks identifiability in the real world. However, among the scholars ac-
knowleding this so far nobody has produced a comprehensive terminology. What is lacking in
particular is a common term for the relation between pointers and entities — if “refer” and “ref-
erence” are disallowed for talking about mental entities, various non-technical terms have to be
resorted to here. To me it seems easier and clearer to understand reference in a broader sense than
to try to find a new term. Kinds of referents can be distinguished by adjectives where necessary
(e.g. “real world referents” vs “mental referents”).

Another comment concerns the notion of mental spaces used in the list above. This term was
introduced by Gilles Fauconnier, first as “espaces mentaux” in Fauconnier (1984) and later in the
now more commonly known translated form in Fauconnier (1994), and has been popular ever
since in cognitive linguistics. In discussions of definiteness and specificity it has been used, for
instance, by Epstein (1999, 2002) and Kambarov (2008).1° Including mental spaces in the description
of identification processes does not only make clear that referents are primarily mental entities but
also makes it possible to put into words the difference between classical cases such as “x was the
father of Charles II” (Russell 1905:481) and examples such as “He had been an academic gypsy ever
since the fire” (Epstein 1999:65, cited from a work of fiction).

In the first example, identification takes place in a mental space that maps the real world. Thus,
the father of Charles II does not only have a referent in the sense adopted here but also in the
philosophical sense. By contrast, in the second example the speaker does not know anything about
the fire, which is mentioned here for the first time, not even whether it has a counterpart in the
real world or not. Its referent is thus only identifiable in the mental space opened by the story.!!
Note that “discourse referents” as they are used in Discourse Representation Theory (Kamp 1981)
or File Change Semantics (Heim 1983) are not exactly identical to mental referents. There is at least
one important difference between mental spaces and discourse, which is that mental spaces may
be multiple, so one referent can exist in several linked spaces simultaneously.

If one takes together all the extensions of identifiability made above, one arrives at a concept
which is quite far from the everyday understanding of identifiability: the speaker has to give very

Onterestingly, spatial metaphors were already present in the discussion of definiteness before Fauconnier. For instance,
Hawkins (1978) generally speaks of “locating” referents.

UWhile it is mostly easily possible to identify which mental space is relevant for the identification of a referent, this is
not always the case. For instance, in a sentences like Anybody could do it, anybody may not be identifiable in the base space.
However, if the relevant space is the one where it actually happens, it is possible to refer to anybody as to an identifiable
referent: Anybody could do it, and then after that he’d just disappear. Imagine you met that guy. This problem is known as
the problem of donkey anaphora (based on the oft-cited “Every farmer who has a donkey beats it”) in the literature (cf. e.g.
Roberts 2003:321).
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little to no information, the hearer adds whatever he can from his own knowledge, and identifica-
tion only takes place within mental spaces. A better term might thus be accessibility, as advocated
e.g. by Ariel (1988, 1990) and von Heusinger (1997, 2007). I will still stick to the term identifiability
because it seems to me that there are important links between the term as it is used here and its
more common meaning. Another reason is that proponents of accessibility usually view this as
a scalar concept, which to me seems to be a confusion of the notions of possibility and ease of
identification.

Finally, the fourth component of referent identification — the assumption of the speaker about
the abilities of the hearer — actually comes first in chronological order. Without such an assumption,
the speaker could not use linguistic markers of definiteness and specificity. That identifiability is
never an objective truth but always filtered by the mind of the speaker becomes clear from cases
of mismatches between speaker assumptions and hearer knowledge, e.g. when a speaker asks a
hearer Have you seen the book? and gets the answer Which one? Here, the speaker assumed too
much knowledge on the side of the hearer. The book was not identifiable in general but thought to
be so by the speaker.

It is important that this component does not only concern the knowledge of the hearer but
also his assumed ability to adapt to new situations. This is because a speaker may be more or less
challenging when he presents a referent as identifiable. He may do so when the present knowledge
of the hearer is already sufficient to identify the referent. However, he may also do so when he
well knows that it is not but thinks that the hearer is able to orient himself in a mental space that
is such that once one is familiar with it one can identify the referent. Situations of the latter type
are discussed as “first-mention definites” in the literature.

An example cited by Abbott (2010:220) is “The new curling center at MSU, which you probably
haven’t heard of; is the first of its kind”. Here, the speaker marks new curling center at MSU as definite
even though he himself acknowledges in the inserted relative clause that the hearer does not have
the knowledge to identify it. However, he still assumes that the hearer will be able to construct
a mental space where there is only one center that can be talked about. This is evidenced by two
facts. One is that he gives some additional hints to the identity of the bowling center — it is new, and
it is located at MSU (Michigan State University). Even if a university had several bowling centers, it
would be highly unusual if two new ones opened at the same time, so these hints greatly facilitate
the construction of a mental space within which the bowling center is identifiable (by contrast,
consider how strange The bowling center, which you probably haven’t heard of; is the first of its kind
sounds — such usage would only be possible in combination with a great amount of information
enhancement from the side of the hearer, but probably not if there is no such information and
the speaker wants to prompt the hearer to construct a new mental space). The second piece of
evidence is the minimally contrasting sentence A new bowling center at MSU, which you probably
haven’t heard of, is the first of its kind. The difference to the first example is not that the bowling
center is not identifiable in this sentence. It is only presented as not identifiable, or in other words,
the speaker behaves less challenging here.!?

Being challenging is conventionalised in many situations. For instance, Fraurud (1996:76) dis-
cusses the example “There is a problem with the carburettor” (said by a mechanic to a customer) as
evidence against identifiability as a major condition for using the — an average customer may not
even know what a carburettor is, let alone be able to identify it among the parts of a car. However,
a gentler mechanic could again have said There is a part in most cars that is called “carburettor”, and
there is a problem with that in your car. The second version is semantically sound but pragmatically
strange because the convention in short conversations of this type is for the expert to talk to a
customer as if to another expert.

To summarise, we have discussed four components which may play a role for the description
of identifiability: pointing, enhancement, identification, and ability estimation. The next step in
the discussion will be to consider how these components can be used to formulate claims about the
function of definiteness and specificity markers more clearly.

12Note that these remarks are not what Abbott connects with the example cited from her work. She uses it to argue
against the familiarity theory of definiteness (see below).
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2.5.3 Definiteness

In this section I will briefly examine a couple of functional concepts that have frequently been used
to explain DEFINITENESS (almost always as exemplified by the English article the). These concepts
are familiarity, identifiability, uniqueness (together with inclusiveness), and determined reference.
They will be analysed based on the terms introduced above in order to highlight their characteristics
and to arrive at a definition of definiteness that brings together their advantages and is flexible
enough to allow adjustments for the description of individual languages.

The first concept, FAMILIARITY, was made popular by Christophersen (1939). Though he was not
the first to use the term (he himself dates it back to Brown 1851), his study was certainly the most
influential one using it. However, somewhat ironically, the “familiarity theory of definiteness” that
is generally criticised for being simplistic and that has been ascribed to him e.g. by Heim (1983) and
Lyons (1999) does not correspond to Christophersen’s original definition, which is anything else
but simple — some scholars may have been misled by the everyday sense of the term familiarity.
Still, since the focus of the discussion of the usefulness of familiarity has not been on the technical
sense employed by Christophersen but precisely on the everyday sense I will start from that sense,
too.

Familiarity may be used to explain the use of the English definite article, which would be used
whenever a hearer is already familiar with a referent at the time of its mention. There are many
obvious counterexamples to it, e.g. “The president of Ghana is visiting tomorrow” (Lyons 1999:5).13
Using the components described above, we can now state what precisely is wrong about the famil-
iarity theory instead of rejecting it as a whole. One problem is that the theory only accepts a limited
set of enhancement methods. Previous mention in discourse certainly makes a referent familiar,
as does the personal acquaintance that is implied by a common background and by some types of
situations. However, there are also situations where a hearer only becomes familiar with a refer-
ent after it is mentioned. It is also not clear how to link world knowledge and especially bridging
to familiarity. — Another problem is that this approach has a tendency towards viewing the real
world as the main space for identification. This is due to the non-technical semantics of the term
“familiar”: one would probably say someone who has actually seen dodos is more familiar with
them than someone who has only read about them in books. However, both sources of knowledge
may suffice to identify a dodo in a given context (cf. The last dodo died in the 17th century).

Another concept discussed by Lyons is IDENTIFIABILITY. Identifiability in his sense is a much
narrower concept than the one laid out above. For instance, Lyons tries to prove that identifiability
is not sufficient to explain the use of the English definite article by citing sentences such as T've
Jjust been to a wedding. The bride wore blue” (Lyons 1999:7). Thus, what he seems to have in mind
when talking about identifiability is identifiability in the real world (that is in our terms, in a men-
tal space corresponding to a hearer’s knowledge of the real world). However, there is no obvious
reason why identifiability should be restricted in this way. Even if the hearer was not at the wed-
ding and consequently cannot identify the referent called the bride in the real world, he can do so
within the mental space spanned by the story of the speaker. The bride wore blue is noteworthy
not because it informs the hearer that some person he knows wore blue but because it is generally
more usual to wear white. Thus, it seems imprecise to say that identifiability is insufficient for
explaining definiteness — it only is in the narrow sense Lyons attributes to it. Translated into the
terms introduced above we can say that restrictions on identification space are of little explanatory
use.

One of the most popular concepts in the literature is UNIQUENESS, which according to Abbott
(2006) goes back to Russell (1905). Lyons (1999:8) states that a description is unique if “there is
just one entity satisfying the description used”. A similar definition is probably implied by Farkas
(2002), who claims that one of the problems of this concept is to include contextual information
(Farkas 2002:8). Her critique depends on a narrow reading of uniqueness as represented by Lyons’
definition. However, nowhere does she make clear why such a narrow definition is useful. Instead

BChristophersen has, among other things, provided for the possibility of bridging (one aspect of what he calls “implicit
contextual basis”, cf. Christophersen 1939:29), so this example would not be a counterexample to familiarity in his sense —
he even mentions a virtually identical example (the king after mentioning a country) on p.30.
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of linking uniqueness to descriptions, one can simply link it to the combined information gained
from pointing and enhancement. This not only preserves the usefulness of uniqueness for the
discussion of identifiability but also avoids the problems we have already seen in connection with
a fixation on overt pointers.

Another problem Lyons sees with uniqueness occurs with plurals and mass nouns: one can say
something like “The queen gave out the prizes” (Lyons 1999:11) even though there is no unique entity
satisfying the prizes but several possible sets, among them the set of all prizes, but also less complete
subsets. This is an old but solved problem; Abbott (2010:159) states that the solution provided by
Link (1983) is generally accepted in formal linguistics, and Lyons himself cites Hawkins (1978),
whose functional concept of INCLUSIVENESS is likely to have originated from a similar intuition to
that of Link. According to Hawkins (1978:17), inclusive reference is to “the totality of the objects
satisfying the descriptive predicate within the relevant pragmatic set”.

Lyons tries to present examples where a definite article is used while reference is not inclusive
but is apparently not fully aware of the implications of Hawkins’ definition. For instance, he cites
the sentence “Close the door, please” (as uttered in a room with three doors, Lyons 1999:14) as
evidence against the rule of inclusiveness. To be sure, the door does not refer to all doors in the
room but to only one. However, this is all doors that are found in Hawkins’ “relevant pragmatic
set” — the most plausible case would be one where there is only one door that is open.

In summary, uniqueness is not as problematic as viewed by some — problems mainly arise under
too narrow definitions. Farkas’ critique is only relevant if one restricts the information necessary
for identifying a referent to what is provided by the speaker — which is problematic, anyway, as
has been shown earlier. Lyons’ critique is based on a similar flaw, as he overlooks the possibility
of narrowing down the set of potential referents by making use of pragmatic information. Thus,
of the concepts discussed so far, uniqueness (with the addition of inclusiveness) seems the most
useful one. Expressed in the terminological system introduced above, uniqueness (or better “unique
identifiability”) is one possible value of the ability estimation performed by the speaker before
marking definiteness or specificity.

There is one concept left for discussion, which is DETERMINED REFERENCE. In contrast to the
older ideas presented above, determined reference is relatively recent and seems to have been in-
troduced by Farkas (2002). According to her definition, an NP has determined reference if the
choice of value for the variable introduced by it into the discourse is fixed (Farkas 2002:9). Swart
(2006:168), who refers to Farkas, puts this into somewhat more accessible words: “a variable x has
determined reference if the value assigned to the discourse referent in the model remains stable
across further developments of the discourse” (Swart 2006:168). Farkas uses determined reference
to overcome the shortcomings of both familiarity and uniqueness, two approaches she views as
opposed to each other. However, as we have already seen, Farkas’ view of uniqueness is unneces-
sarily strict. In fact, Farkas herself says that “determined reference is a special type of uniqueness”
(Farkas 2002:9), so instead of introducing another new term we may simply state that uniqueness
needs to be taken in a wider sense in order to take into account enhancement, as has already been
done above.

I will now summarise the discussion of concepts that have been used in the literature to explain
definiteness and specificity. I hope to have shown above that a more fine-grained terminology for
the basic components of referent identification makes it possible to draw connections between the
most important views and to contrast them more easily. The components that were used for this are
pointing, enhancement, identification, and ability estimation. Instead of discussing the usefulness
of explanatory concepts as a whole it is often more fruitful to look at which components they
focus on and which they neglect. An integrated view of identifiability in a wide sense should
ideally consider all components. The concept that has proven to be most useful under this aspect
is uniqueness (combined with inclusiveness). If we take uniqueness as one value of identifiability
as suggested above, we get to the following preliminary definition of definiteness: a set (or mass)
of referents is definite if the speaker thinks the hearer can uniquely identify all its members (or parts)
in the relevant mental space, using and enhancing the information given by himself.

Note that this is not to say that definiteness is the same in all languages. It is widely known
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that it is not — cf. the sentences from well-known European languages below, English vs French in
(117), English vs German in (118):

(117) a. Ilike dogs.
b. J-aimel-es  chien-s.
1s-love DEF-PL dog-PL

T like (the) dogs’
(118) a. Heis at school.
b. Er ist in d-er Schule.

3sm be.NPST.3s in DEF-fs.DAT school(f)
‘He is at school.

Variation across languages can be accounted for in two ways under our definition. One is to adjust
the components of the identification process. For instance, one language may allow less forms of
enhancement than another one, or speakers of one language may be conventionally more chal-
lenging when estimating the ability to identify a referent. The other possibility is to formulate
language-specific rules. For instance, possessive pronouns may incorporate definiteness (as in En-
glish: “the my friend) or not (as in Italian: mi-o amico [1sPOR-sm friend(m)] can be preceded by
either il [DEF.sm] or un [IDF.sm]). Such particularities are usually easier to describe by simple
rules than with recourse to function. The flexibility of definiteness built into the definition pre-
sented here is an advantage over models which are fixated on English.

2.5.4 Specificity

Linguistic sPECIFICITY has never been as popular a topic as definiteness — maybe because it is not
as deeply rooted in philosophy, and maybe also because the symbol of definiteness (the English
article) is much more frequent than any similar form that could be taken to mark specificity (for
instance, it is more than twice as frequent as a according to the BNC frequency lists found on
www kilgarriff.co.uk/bnc-readme.html, accessed on 9 February 2011). Nevertheless, specificity is
quite a frequent term in grammatical descriptions. This section examines the concept and tries to
find out whether it can be rendered more precisely in terms of the identification process framework
introduced above.

Definitions of specificity are often surprisingly unspecific. A good example is En¢ 1991, who
in spite of having written a dedicated, oft-cited article becomes no more precise than saying that
specificity means “being a subset of or standing in some recoverable relation to a familiar object”
(p. 24). Lyons (1999:35) spells out common sense when he contrasts specificity and definiteness
by saying that definiteness depends on two persons (hearer and speaker), whereas specificity only
depends on one and is given whenever the speaker has a “particular referent in mind”. This puts
specificity very close to the definition of definiteness given above — having a particular referent
in mind is similar to being able to identify it (in the sense used above, that is, not necessarily in
the real world). That would make specificity basically another value of identifiability, but with
an additional parameter (the person being able to identify a referent) set to the speaker and with
severe consequences for the steps in the identification process: while it is still meaningful to talk
of pointers, pointers are no longer used to facilitate identification, and enhancement even becomes
completely redundant — the speaker simply uses his own knowledge. The ability estimate changes
to simple ability. This is the solution we will choose in the end. Before that, however, some prob-
lems have to be discussed.

One possible objection is that viewing specificity in this way is an oversimplification. For
instance, Lyons (1999:174) (citing Ioup 1977) mentions that two types of specificity have to be dis-
tinguished. One type is specificity in transparent contexts (i.e. where no counterfactual operator
is present), the other specificity in opaque contexts (where there is such an operator). A similar
distinction is made by Farkas (1994), whose “epistemic specificity” and “scopal specificity” roughly
correspond to Lyons’ specificity in transparent and opaque contexts, respectively (the main differ-
ence being that Farkas’ scopal specificity makes reference not only to the scope of counterfactual
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operators but also to that of quantifiers)."* Lyons mentions the following values and examples for
these types:

e referential := specific in a transparent context. Speaker refers to a particular referent, e.g. T
haven’t started the class yet; I'm missing a student — Mary’s always late.” (Lyons 1999:170)

e non-referential := non-specific in a transparent context. Speaker referes to no particular
referent, e.g. ‘T haven’t started the class yet; 'm missing a student — there should be fifteen, and
I only count forteen.” (Lyons 1999:170)

e narrow scope := specific in an opaque context. Counterfactual operator does not take scope
over existential operator, e.g. “Peter intends to marry a merchant banker — even though he
doesn’t get on at all with her.” (Lyons 1999:167)

e wide scope := non-specific in an opaque context. Counterfactual operator does take scope
over existential operator, e.g. “Peter intends to marry a merchant banker — though he hasn’t
met one yet.” (Lyons 1999:167)

As insightful as this classification is — the terminology obscures the common base of all these
phenomena. Why, after all, is it possible to refer to both referential and narrow scope NPs as spe-
cific in non-technical language? In order to find out, “opaque context” and “transparent context”
should first be replaced by terms connected to the theory of mental spaces. Lyons’ counterfactual
operators correspond to what is called “space builders” there (Fauconnier 1994, earlier “introduc-
teurs d'espace” in Fauconnier 1984). A space builder is any linguistic form (e.g. a modal verb, a
conjunction, or a mood marker) that has the ability to derive spaces from the current base space
which are partially or fully independent of it. Opaque contexts are then contexts where a space
builder has set up an additional space whereas no such space is present in transparent contexts.

Now the remaining distinctions can be integrated into the framework. The difference between
the two I'm missing a student examples concerns the knowledge of the speaker, or more precisely,
the richness of the information he can access in order to identify a referent. In the first case this
information is very detailed — the speaker knows the name of the referent and presumably a couple
of other things, too, such as her outer appearance, parts of her behaviour etc. In the second case,
by contrast, the information is as poor as can be — the only characteristic of the student is that he
is missing. Still, that would usually be enough to identify him if he came in and sat down.

The Peter intends to marry a merchant banker sentences show a different distinction but can
likewise be easily integrated. This distinction tends to correlate with the knowledge of the speaker
but does not necessarily do so — the speaker might know much more about Peter’s imagination
than about his intentions in the real world. Thus, what really distinguishes the two sentences is
the connectedness of the referent to be identified. In one case that referent is located in a derived
space but is connected to an entity in the base space. In the other case there is no such connection
— identification is only possible within the derived space.

In this way Lyons’ fourfold distinction can be broken up into meaningful components. For in-
stance, his “narrow scope use” can be replaced by the more transparent (if lengthy) characterisation
“referent is identifiable by the speaker within a derived space connected to the base space”.

Another problem for our initial suggestion to put definiteness and specificity on a common
base is that it has often been claimed that the two phenomena are independent of each other. For
instance, Klages-Kubitzki (1995:32) cites the following examples from Dik (Dik 1989:144) in order
to prove that the basic values of definiteness and specificity can be freely combined (note that in
her terminology, “generic” is the opposite of “specific”):

indefinite + specific: I saw a dog in the garden.
indefinite + generic: A dog is a faithful pet.
definite + specific: I saw the dog in the garden.
definite + generic: The dog is a very faithful pet.

The specificity Klages-Kubitzki is talking about here corresponds to the token/type distinction:
a dog and the dog correspond to tokens in the first and third examples but to types in the second and

14 A third type recognised by Farkas, “partitive specificity”, is only applicable to plural referents and not relevant here.
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fourth examples. However, this distinction is not only independent of definiteness as encoded by
the English articles — basically any type of NP can be used to signify a type or token. Chesterman
(1991) shows this with examples such as “Oil floats on water” (p. 35, type use of zero-article NP)
or “Continued destruction of the rainforest will lead to the extermination of some rare insects” (p. 37).
Frequently a single NP may have both readings, e.g. in Two whales have already disappeared. Thus,
all the examples above really say is that specificity in the sense of the type/token distinction does
not help much to explain the use of the English articles.

Somewhat more watertight arguments for the independency of definiteness and specificity are
once more put forward by Lyons. He argues that the distinction between transparent and opaque
contexts cannot only be applied to indefinites but also to definites, including the distinctions made
within each type. Here are his examples:

e referential: “We can’t start the seminar, because the student who’s giving the presentation is
absent — typical of Bill, he’s so unreliable.” (Lyons 1999:172)

e non-referential: “We can’t start the seminar, because the student who’s giving the presentation
is absent — I'd go and find whoever it is, but no-one can remember, and half the class is absent.”
(Lyons 1999:172)

e narrow scope: ‘I'm still searching for the solution to this puzzle — and I think I'm close to
finding it.” (Lyons 1999:168)

o wide scope: “I’'m still searching for the solution to this puzzle — though John insists it’s insoluble
and I think he’s probably right.” (Lyons 1999:168)

If one assumes that definiteness and specificity as a whole are values of a single variable, ex-
amples such as these must indeed be taken as counterevidence. However, under our hypothesis
that the two phenomena only have a common base (identifiability) they come as nothing much of a
surprise. In fact, they can not only be easily integrated into our framework but are even expected,
since the parameters distinguishing them (identification space, richness of knowledge, connection
to base space) are independent of the parameter distinguishing definiteness and specificity (i.e.
person).

To summarise, putting specificity and definiteness on a common base has the advantages of
simplifying terminology and clarifying the relations between the two phenomena. As long as one
uses several parameters to characterise each of them there won’t be any problems with partial
independence.

Before we give the final definitions for definiteness and specificity that will be used henceforth,
there is one question that remains to be answered: is specificity entailed by definiteness? So far
we have taken definiteness as identifiability on part of the hearer and specificity as identifiability
on part of the speaker, so the question may also be asked as: are there cases where the hearer can
identify a referent but the speaker can’t? The answer depends on how one defines identification.
To be sure, there are many cases where the knowledge the hearer can access for identifaction is
richer than that available to the speaker. For instance, when phoning a friend who has just given
birth one might well ask How is the baby? even if one hasn’t seen the child so far. However, even
though the hearer knows more about the referent in question than the hearer in such cases, it is
still true that both can identify it within the relevant mental space (and in fact, the information
that is available to the speaker would also suffice for the hearer). We will thus hypothesise that the
assumption that the hearer can identify a referent is only possible if the speaker himself can do so.
This means that definiteness indeed entails specificity.

One last practical point concerns terminology. There should be a term covering both groups of
individual referents and masses. “Set” is inappropriate for this because it is not easily extended to
masses, especially when taken in the mathematical sense. Bunt (1979, 1985) uses the term ENSEMBLE
to cover referent groups, masses, and singular referents (Aromic ENSEMBLE). I will take this over as
a practical cover term here, however, without the formal implications made by Bunt.

Here are the final definitions for both specificity and definiteness:
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A referent ensemble is specific if the speaker can uniquely identify all its members (or
parts) in the relevant mental space.

A referent ensemble is definite if it is specific and the speaker thinks the hearer can
identify it the same way he can, using and enhancing the information given by himself.

2.5.5 The basis of unique identifiability

In the discussion above, we have relied on the important concept of unique identifiability without
defining our intuitions about it precisely. This is maybe excusable since, although the term has
been used a lot in the literature, so far I haven’t been able to find a definition anywhere.

In order to uniquely identify a single referent, a speaker has to be able to tell it apart from all
other potential referents. The addition “potential” is crucial because it is usually impossible to tell
a referent apart from all other existing referents. In order to be able to tell apart one referent from
others, it is necessary to have sufficient knowledge about criteria that distinguish it from them,
such as its present location, its name, its colour, and a hundred thousand more. For instance, if
somebody tells his child sitting under the christmas tree Start with the red one!, the child may use
the criterion red to distinguish one present from all others that are potentially relevant and thus
identify it. If the child is told Come on, open it!, things become more complicated but do not change
in principle: the child would have to infer that his parent does not consider further description
necessary because the intended present is in some way more salient than others — for instance, it
might have the child’s name on it, or it might be the one he is already holding in his hands. After
checking which criteria might be relevant, the present is picked out in a similar fashion as before.

There are two ways in which one could imagine this process to work. One would be to go
through all potential referents and check whether they have the necessary criteria or not. The
other would be to have an index where it is possible to search for criteria and jump directly to
the referents matching them. In either case the identification process creates two groups: a set
of “good” referents which have the necessary criteria (containing only one member in the present
case) and a set of “bad” referents which do not have it.

Now what about referent groups? Here, instead of telling apart a single referent from others,
it is necessary to tell apart several. However, the method to do this is just the same (i.e., checking
criteria) — the only difference is that there is more than one referent matching the relevant criteria.
We still get the same two sets as a result of the process.

Masses are a little tricky, but again not different in principle: in the easiest case they can be
checked as a whole (especially if they are in a container). If a mass does not only have to be
distinguished from other referents but also from an adherent mass with similar referential criteria
it becomes necessary to subdivide it until one finds out where the boundaries for the relevant
criteria are.’® The result of the criterion check is not a set but again a mass — however, one with
fixed boundaries.

The point I would like to make here is that in all cases (single referent, plural count or mass
referent), the identification process seems to imply a referent ensemble with fixed quantity. This
means that upon closer inspection, inclusiveness is actually not an optional addition to unique
identifiability but an inherent characteristic: if one tries to break down identification to simpler
notions, it turns out that it has got to do with distinguishing referents from each other using criteria,
and this process automatically creates inclusive groups. For instance, recall the example “The queen
gave out the prizes” cited by Lyons (1999:11) in order to show that inclusiveness is needed in addition
to unique identifiability to explain the use of the. His argument was that in such sentences the is
used even though there is no unique group of prizes but a number of subsets for which the predicate
is also true. This argument becomes void once we assume identification to work as described above.
The pointer the prizes tells the hearer that there is a group of referents that can be distinguished
from all other potential referents by checking the criterion prize. This means that when going

15This case is rare but possible. Imagine, for instance, that someone has cooked three pots of rice and put all the rice into
a large bowl. It is only after that that somebody else realises the third pot has cooked a little too long and tells him Maybe
we should take the overdone rice out again
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through all referents or through an index of criteria, the hearer cannot stop after he has identified
one or a couple of matching referents — otherwise he cannot be sure that the members of the group
are really different from all other potential referents (there might still be some left to which they
are identical with respect to the relevant criteria).

Only a referent that can be identified in the described way can be tracked in discourse, and all
referents that can be tracked must be identifiable. The reason is that if it is not sufficiently clear
which or what belong to the “good” ensemble it is not possible to identify two instantiations of the
ensemble with each other. For instance if I say He likes pears, it is clear that all object referents
to which the statement is applicable are pears but not which pears are intended.!® Even if T use
the same pointer again later it will be impossible to tell whether the ensembles are identical. It is
therefore grammatical to say John likes pears, but only the green ones. Susan also likes pears, but
only overripe ones.

2.6 Functional properties of S/A detransitivisation

2.6.1 Quantifiability

We can now reconsider the semantics of S/A detransitivisation before the background of the last
section. So far the function of S/A detransitivisation has been approximated as specificity. Above
we have argued that specificity has a common base with definiteness in unique identifiability, that
unique identifiability entails inclusiveness, and that using it in the identification process creates
referent ensembles with fixed quantities.

My claim for Chintang is that the kind of specificity that is relevant for S/A detransitivisation
is strongly associated with this last aspect. In order for a referent to be trackable, its quantity has
to be in principle determinable. This is because tracking a referent in discourse means to be able
to identify intended ensembles with each other across clauses and larger units. This is impossible
unless it is clear which (single) referents or which parts belongs to an intended ensemble and which
don’t, and this condition automatically creates intended ensembles with a fixed quantity, as dis-
cussed in section 2.5.5 above. This problem is most pronounced with mass referents: a subdivision
of a mass cannot be distinguished at all (no matter whether there is an intended reference or not)
from others unless it is quantifiable via physical boundaries or measures.

Henceforth, referents whose quantity can in principle be determined will be called quantifiable
and referents for which this does not hold will be said to be non-quantifiable. The biggest part of S/A
detransitivisation can be explained if we assume that the transitive frame is used with quantifiable
O and the detransitivised frame with non-quantifiable O. Let’s reconsider the pair of examples
given at the beginning of the preceding section from this angle:

(119) a. Debi-na seu kond-o-ko.
Debi-ERG apple look.for-3[s]O-IND.NPST[.3sA]
‘Debi is looking for the/an apple’
b. Debiseu kon-no.
Debi apple look.for-IND.NPST[.3sA]
‘Debi is looking for apples. (elicitation PRAR 2010)

(120) a. Abosa tac-c-o.
now meat bring-d-[SUBJ.NPST.1]d[iA.]3[s]O
‘Now let’s bring the meat.
b. Abosa tac-ce.
now meat bring-[SUBJ.NPST.1]d[iS]
‘Now let’s bring (some) meat’ (elicitation PRAR 2010)

In (119a), there is exactly one apple that Debi is looking for. Accordingly the A Debi carries ERG
and the apple is indexed by -u [30]. By contrast in (119b), there is no clear way to separate the

161t is not all pears, since it is possible to say He likes pears, but only the green ones but not He likes all pears, but only the
green ones.

68



2.6. FUNCTIONAL PROPERTIES OF S/A DETRANSITIVISATION

apples Debi is looking for from the ones that she doesn’t want, so the detransitivised frame is used.
What’s more, the number of intended referents is indeterminate — Debi’s search could equally well
be said to have been successful if she found one, two, or twenty apples. Debi found apples — twenty,
to be precise is natural, whereas Debi found an apple — twenty, to be precise sounds strange.

The examples in (120) are different in that sa ‘meat’ is per default homogeneous in the terms
of Rijkhoff (2002), which means that one can subdivide a piece of meat and can still call the pieces
“meat” (whereas one cannot call an arbitrary piece of an apple “apple”). Notwithstanding, tracking
on the base of quantifiability works in parallel fashion. In (120a) there is a fixed amount of meat
that is to be brought. My informant commented on this sentence that one would use it for instance
at a wedding where there is a course of meat. This is why (120a) makes use of the transitive frame.
By contrast, (120b) does not refer to a fixed amount — the sentence would be equally felicitous if
the speaker group brought a whole bowl of meat or only a single piece. It is therefore impossible
to separate one subdivision of meat from others and track it, and the detransitivised frame marks
this.

The role of quantifiability becomes best visible with examples with overt quantifiers such as in
(121) and (122), which are quantifiable by definition and almost always yield the transitive frame:

(121)  Etti~ti=kha kharayo-ce hicce u-tad-u-ns-u-c-e
this.big~INTENS=NMLZ, hare-ns two 3[p]A-bring-30-PRF-30-ns-IND.PST
u-hik-ki-ce-ta.
3[p]A-keep-IND.NPST-3nsO-CONT
‘He brought two hares as big as this and now he’s keeping them. (CLC:ctn_talk01.039)

(122) Asei  a-mma Kathmandu khad-a-lois-a bela=ta
last.time 1sPOR-mother Kathmandu go-PST-out-PST[.3sS] time=FOC
a-nicha-ce-na bisaulisa  u-c-o-hatt-e!

1sPOR-younger.sibling-ns-ERG 1.25kg meat 3[p]A-eat-3[s]O-AWAY.TR-IND.PST
‘Last time my mother went to Kathmandu my brothers ate one and a half kilo of meat!”
(CLC:CLLDCh2R12504.279)

The precise role of quantifiability will be discussed in detail in section 2.6.3, and its impact on S/A
detransitivisation will be assessed in quantitative terms in section 2.7. However, before that we
have to take a look at some other minor aspects that play a role for S/A detransitivisation.

2.6.2 Specificity and arbitrary reference

As we have seen above, quantifiability is a prerequisite for specificity and a central factor behind
S/A detransitivisation. This section will show some cases where quantifiability alone does not pro-
vide an explanation and where one has to resort to a more general concept of specificity. Since
quantifiability is a prerequisite for identification, there are no cases where a non-quantifiable ref-
erent is used with the transitive frame. However, there are some cases where a referent that is
quantifiable cannot yet or need not be identified, and in these cases quantifiable referents may be
used with the detransitivised frame.

In section 2.5.2 above we identified various steps in the identification of a referent. Since speci-
ficity equals identifiability on the part of the speaker only, most of these steps are irrelevant for
Chintang. There are just two points left where typological variation is expected and where we
therefore have to take a closer look. These are detailedness (“‘How much does a speaker have to
know about a referent in order to consider it identifiable?”) and mental spaces (“In which space
does a referent have to be identifiable?”).

The first of these questions is easily answered: any degree of detailedness makes a referent
identifiable that suffices to set it apart from all referents that might be confused with it. This claim
is illustrated by the mini-conversation below, translated freely from Lyons (1999:170):
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(123)  Akka thitta iskule kakchya-be mai-khan-yokt-u-ns-u-h-é.
1s one pupil class-LOC; NEG-see-PST.NEG-3[s]O-PRF-3[s]O-1sA-IND.PST
‘Thaven’t seen one pupil in class. (elicitation DKR 2011)

(124) Sa-lo=kha?
who-NOM=NMLZ,
‘Who is it?’ (elicitation DKR 2011)

(125)  a. Hun=go Gita=kha, hana a-nis-o-ko hola.
MED=NMLZ, Gita=NMLZ; 2s  2[s]A-know-3[s]O-IND.NPST maybe
‘It’s that Gita, maybe you know her’

b.  Koni, kramsankhya pandra-jana  u-ti-akt-a=kha, tara etibela
no.idea list fifteen-HUM.CLF 3[p]S-come-IPFV-PST=NMLZ, but now
somma coudha-jana=le? u-yun-no.

TERM fourteen-HUM.CLF=RESTR 3[p]S-be.there-IND.NPST
‘Tdon’t know, there were 15 people on the list, but so far there are only 14. (elicitation
DKR 2011)

(124) is felicitous with both (125a) and (125b) as its continuation, i.e. both if the speaker knows
the missing pupil and if he doesn’t. Lyons calls the NP thitta iskule in (125) referential in the first
case and non-referential in the second case. This terminology is based on the ideal of real-world
identifiability: in (125a), the speaker can identify the missing pupil in the real world, whereas in
(125b) he doesn’t know anything about him — not even his name if he hasn’t checked yet who the 14
attending pupils correspond to. We have seen above that real-world identifiability is only a special
case of identifiability in general, and this pair of examples shows that this type does not play any
special role in Chintang. Even though in (125b) the teacher can’t identify the missing pupil outside
the classroom, it is easy to set him apart from all other pupils in the class by his not having attended
yet. This makes him identifiable, so (125b) requires the transitive frame just as well as (125a).

Since minimal details are sufficient to track a referent, the predicate itself can also serve as a
criterion to distinguish one referent from others. This makes utterances such as (126) possible. In
the first sentence ghasa ‘grass’ is non-identifiable because the speaker cut an indefinite amount of
grass. However, this sentence creates a new referent — all grass cut by the speaker — which itself is
identifiable and therefore used with the transitive frame in the second sentence:

(126) Asinda  akka ghadsa hekt-e-h-¢é ni. Hana hui (ghasa) hokko-i?
yesterday 1s  grass cut-PST-1sS-IND.PST ASS2s  MED grass  which-LOC,
a-khatt-o-ns-e?
2[s]A-take-3[s]O-PRF-IND.PST
‘Yesterday I cut grass, right. Where did you take that grass?’ (elicitation DKR 2011)

Mental spaces, on the other hand, do play a role for S/A detransitivisation. Consider the following
pair of examples (again inspired by the English examples in Lyons (1999:167)):

(127) a. Gita-na bepari appi=go  malmi num-ma=mo mitt-o-ko tara
Gita-ERG merchant self=NMLZ; person make-INF=CIT think-3[s]O-IND.NPST[.3sA] but
hui-sa-ko u-bihor-a=ta ci?-no.

MED-OBL-GEN 3sPOR-behaviour-NTVZ=FOC be.bad-IND.NPST
‘Gita would like to marry a merchant, but his manners are bad’

b.  Gita bepari appi=go  ma?mi num-ma=mo mi7-no tara
Gita merchant self=NMLZ, person make-INF=CIT think-IND.NPST[.3sS] but
hun=go mizr-no likhi bepari

MED=NMLZ; think-IND.NPST[.3sS] EQU merchant

mai-chi?-yokt-a-ns-e.

NEG-find-PST.NEG-PST-PRF-IND.PST][.3sS]

‘Gita would like to marry a merchant, but (so far) she hasn’t found one that is like
she imagines’ (elicitation DKR 2011)
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Lyons distinguishes these sentences by saying that the counterfactual operator (here represented
by mitt- + INF ‘would like’) has narrow scope in (127a) and wide scope in (127b) (i.e. it takes scope
over the existential operator that creates the representation of the merchant). This can not fully
explain what happens in the Chintang version of (127), though, because S/A detransitivisation can
also be used in similar non-opaque contexts, for instance:

(128)  a. Akkaasinda sum-bhan u-tiy-a=go ma?mi-ce
1s  vyesterday three-HUM.CLF 3[p]S-come-[SUBJ.JPST=NMLZ, person-ns
kond-u-ku-cu-n-ta.
search-30-IND.NPST-ns-1sA-CONT
‘T'm searching for the three people who came (here) yesterday.

b.  Akka sum-bhan ka-pha-pa ma?mi koi-ya-7a-ta,
1s  three-HUM.CLF ACT.PTCP-help-REF person search-1sS-IND.NPST-CONT
Jjo=go nusayan yans-o.
whoever=NMLZ; CONCS be.good.for-[SUB].3sA.]3[s]O
‘T'm searching for three helpers, anyone is okay’ (elicitation RBK 2012)

What brings (127b) and (128b) together is what I will call ARBITRARY REFERENCE. Although Gita
wants to marry exactly one merchant and the speaker in (128b) is looking for exactly three persons,
the speaker in both cases cannot set apart any corresponding referents from others and therefore
cannot identify them. This is because the referents will only be fixed by the agents’ efforts and
cannot yet be tracked in the base space. They can, however, be tracked in the relevant derived
space, that is, if one looks forward, for instance, into the time where Gita has found herself a
husband, that husband is an easy to identify referent. It is therefore possible to say (129):

(129) Gita bepari  appi=go  ma?mi num-ma=mo mi?-no. Tara jiban bhari
Gita merchant self=NMLZ,; person make-INF=CIT think-IND.NPST[.3sS] but life long
maya mett-o-nin hola.

love do.to-3[s]O-NEG.[SUB]J.]JNPST[.3sA] maybe
‘Gita would like to marry a merchant. But she probably won’t love him all her life’
(elicitation JK 2012)

We must therefore now be more specific about the connection between identifiability and S/A
detransitivisation. The transitive frame does not indicate specificity in general, but specificity in
the mental space that presently gets most attention.

The focus of attention can sometimes change rather quickly. For instance, in (130) the relative
clause refers to an event in a hypothetical space while the main clause refers to what happened
in the base space. Both clauses contain an object referent tauli ‘towel’, but this referent is only
identifiable in the hypothetical space, where the speaker has found and bought one towel she likes.
It is therefore linked to O-AGR in the relative clause but not in the main clause:

(130)  Akka khan-ma les-u-n=go tauli mai-chi?-yokt-a-ns-e-h-¢é.
1s see-INF like-3[s]O-[SUBJ.]1sA=NMLZ; towel NEG-find-PST.NEG-PST-PRF-PST-1sS-
IND.PST
‘Thaven’t found a towel to my liking. (elicitation DKR 2011)

The reverse case (detransitivised relative clause, transitive main clause) is illustrated by (131). Note
that the relative clause is headless in this example.

(131) U-cek-no=go=yan u-tons-o-ko.
3[p]S-say-IND.NPST=NMLZ;=ADD 3[p]S-make.fit-3[s]O-IND.NPST
‘“They also coordinate what they say. (CLC:chintang now.882)

There are again two mental spaces involved here, one reflecting the general situation in which the
A of cekt- say things, the other containing one concrete situation (or a set of such situations) in
which all that has been said is coordinated (via modern media). Sentences such as (130) and (131)
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raise interesting problems concerning the semantic makeup of relative clauses. While it is still true
that in these sentences a referent is in some way shared between the relative and the main clause,
that referent can apparently be represented in different mental spaces and can be viewed differently
in terms of quantification.

Arbitrary reference of a simpler type is also frequently encountered in everyday conversation.
For instance, in (132) the speaker uses S/A detransitivisation in order to express that he will fetch
one stool (only one was needed in the context) but that it’s not fixed yet which one:

(132) Akka muda thap-ma-7a.
1s stool fetch-1sS-IND.NPST
‘Tl fetch a stool. (field notes 2010)

Similarly, in (133) the speaker communicates that he will tell a story but isn’t sure yet which one.
This example is more striking because it contains an overt numeral.

(133)  Akka=yan pai mi=kha thitta katha cek-ma=mo mif-ya-7a.
1s=ADD  today small=NMLZ; one story tell-INF=CIT think-1sS-IND.NPST
‘I, too, want to tell a small story today’ (CLC:love_story.003)

An informant I asked when it would be appropriate to use the corresponding transitive form mitt-
u-ku-n [think-3[s]O-IND.NPST-1sA] said that this form would have been likely if the speaker had
been prompted to tell a specific story.

The examples of arbitrary reference that we have seen so far are of a subtype that I will call
OPEN REFERENCE because it requires that the link between a pointer and a referent is not fixed yet
at event time. There is another subtype in which the arbitrarity of this link is retrospective rather
than anticipatory and which I will call DISCARDABLE REFERENCE. Below is an example.

(134) Lauri kekt-a-ns-e.
stick hold-PST-PRF-IND.PST[.3sS]
‘He has took hold of a stick’ (CLC:CLLDCh2R05502.0849)

Here, the speaker uses S/A detransitivisation to indicate to all hearers that lauri is a discardable
referent, that is, it does not have to be tracked. The reason why a speaker should wish to emphasise
this is that the link seems arbitrary enough in order to feel that other links would have been equally
possible. For instance, a lot of sticks lie around in Chintang, so picking up one is a relatively
arbitrary decision.

Discardable reference is often used when a predicate and its object are felt to form a composite
activity rather than two separate things. This mostly happens when a predicate-object combination
acquires characteristics of its own. (135) and (136) show examples for this.

(135) Cuwa a-thap-no?
water 2[s]S-fetch-IND.NPST

‘Do you fetch water?’ (field notes 2010)
(136) Hani a-sed-i-s-i-hé elo?

2p  2S-kill-p-PRF-p-IND.PST or

‘Have you killed (a pig)?’ (field notes 2010)

Both (136) and (135) ignore that the object referents would be easily quantifiable and identifiable
— the water was transported in a large metal vessel, and only one pig was killed which was visible
at the time (135) was uttered. This is possible because both combinations are entrenched. Water
supply in Chintang is incomplete, so people frequently have to go and fetch water from public
wells, especially if they live in remote areas. This activity is different from fetching other things
and doing other things to water because it is the most regular one and involves a specific path that
normally doesn’t change.

Killing pigs is a similar case. One pig is killed and its meat sold every Wednesday in Chintang.
The whole process is highly standardised: the pig is always killed at the same place in the same

72



2.6. FUNCTIONAL PROPERTIES OF S/A DETRANSITIVISATION

manner (by stabbing it and letting it bleed to death), its meat is always first sold above Devithan and
then packed in plastic bags and brought to the market at Pancakanya, and the same people feature
as helpers again and again. This makes this activity different from killing other things (for instance,
chicks for rituals or chickens for private use) and doing other things to pigs (mainly feeding them,
an activity that’s in the responsibility of the keeper).

Since discardable reference does not indicate that a referent is not identifiable but that it prob-
ably won’t be necessary to track it, it may be cancelled when the speaker changes his view on the
subject. (137) shows an example for this.

(137) a. Ramko kina temma=Kkha luntak chi?-no.
Ram walk.around[.SUBJ.NPST.3sS] SEQ nice=NMLZ, stone find-IND.NPST][.3sS]
‘Ram walks around and finds a nice stone / nice stones. (elicitation PRAR 2010)
b.  Hun=go luntak-be cai  chikmakalok lukt-ad-a-s-e
MED=NMLZ; stone-LOC; RETRV dirt stick-AWAY.ITR-PST-PRF-IND.PST][.3sS]

kina cuwa-na wa-chid-o-ko.
SEQ water-ERG PVB-wash-3[s]O-IND.NPST[.3sA]
“That stone is dirty, so he washes it with water’ (elicitation PRAR 2010)

(137a) and (137b) were uttered in sequence, so they are part of a single paragraph. It is impossible
to say whether (137a) taken alone refers to a single or to several stones — both interpretations are
possible. It is only the following (137b) that forces a post-hoc singular interpretation (several stones
would have to be referred to as hun-ce [MED-ns], and the verb would have to have 3nsO-AGR). The
speaker of the paragraph presumably already had a single stone in mind when producing (137a).
However, she still chose to present the referent as discardable for similar reasons as in (134) above.
When the stone was unexpectedly referred to again in (137b), however, it was no problem to now
use it with the transitive frame.

Discardable reference shows that the speaker has the final word on identifiability — even when
a referent would be perfectly identifiable he is still free to present it as non-specific if he considers
the link between the pointer and the actual referent to be particularly arbitrary.

Note, though, that importance in discourse is not a factor in identifiability, or in other words,
whether a speaker thinks that a referent actually will get tracked or not is completely irrelevant to
whether he considers it possible to track it. This is nicely illustrated by the sentences in (138).

138 a.  Thitta sintan the=kkha vyuw-a-kt-e=ta na, hun=go
nitan y n=g
one tree big=NMLZ, be.there-PST-IPFV-IND.PST[.3sS]=FOC CTOP, MED=NMLZ,
putt-o-ko.

pluck-3[s]O-IND.NPST[.3sA]

‘There was a really big tree, and (now a man) plucks (one fruit). (CLC:pear_1-1.011)
b.  Dhawa-~dhawa pus-sana tis-o-ko, arko cai

hurry~INTENS pluck-CVB.FGR put.in-3[s]O-IND.NPST[.3sA] other RETRV

u-ta-no, copt-and-u-ku-ce=le, ba=go

3[p]S-come-IND.NPST look.at-COMPL;-30-IND.NPST-[3sA.]3nsO=RESTR PROX=NMLZ,

u-jhol-a-i? tis-o-ko.

3sPOR-bag-NTVZ-LOC; put.in-3[s]O-IND.NPST[.3sA]

‘Hurriedly he plucks and puts it in(to a bag), others come (into view), he only looks

at them, this one he puts into his bag’ (CLC:pear_1-1.012)

These are some of the first sentences of a Chintang Pear Story (cf. Chafe 1980). At the time of
utterance, the speaker has not mentioned yet that there is a pear tree and a man plucking pears
from it, and since the hearer doesn’t know the story, she also doesn’t know about these referents.!’

What is remarkable here is that the speaker uses the transitive frame with all O referents. This is
in perfect accordance with specificity and also shows once more the importance of quantifiability:

7This way of telling a story may seem completely ignorant of the needs of the hearer and almost brutal from the per-
spective of Western narrative traditions but is rather typical of Chintang and probably of other Kiranti languages, too — cf.
section 2.3.1).
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the first pear that can be seen in the movie is shown in isolation in a close-up, and the others
referred to in (138) are arranged in neat individuated groups where the single pears are still easy to
make out. The pears talked about here are thus easy to quantify and track in principle and therefore
trigger the transitive frame, even though they never get mentioned again later.

This section has made the picture of the function of S/A detransitivisation more complete. We
can now summarise the function with a couple of language-specific additions:

S/A detransitivisation in Chintang marks specificity (= identifiability on part of the
speaker). Transitive O are specific, detransitivised O are non-specific. The most im-
portant prerequisite for specificity is quantifiability, and S/A detransitivisation can be
correctly predicted from this in most cases.

The amount of information necessary for identifying the O referent is minimal in that
it only has to be identifiable within the mental space that is in the focus of attention
at speech time. If the link between the O pointer and a referent is not established yet
in that space (“open reference”), the referent is viewed as non-identifiable even if it is
quantifiable. The speaker may also present the referent as non-identifiable if the link
is established but he views it as particularly arbitrary (“discardable reference”).

2.6.3 Quantifiability in detail
2.6.3.1 The count/mass distinction and nominal number

We have already touched upon the connection between the count/mass distinction and identifia-
bility: basically, count nouns are easy to identify and mass nouns aren’t. We now need to make
this statement more precise.

The familiar terms count noun and mass noun imply that the count/mass distinction is a lexical
category. This is wrong, since “no noun fits absolutely into any one category”, as already noted
by Hewson (1972:46). “Count nouns” such as cat can be used like mass nouns in special contexts
(There was cat all over the street), and “mass nouns” such as cheese can regularly be used like count
nouns, for instance, in their type reading (We sell various cheeses). On the other hand, it cannot be
denied that most nouns have a clear propensity for either of the two conceptualisations — cats are
usually individuated and cheese is usually not.

An important property in this context is whether the combination of a noun with the numeral
one evokes a clear mental image. For instance, the meaning of one cat can hardly be argued about.
One cheese could again refer to a type of cheese, but if it was to refer to a token its shape would
be more variable — although there still exists something like a prototype of a piece of cheese that
has about the size of one sixth of a loaf of cheese. One soil brings us into a region where the
combination with one starts to sound strange — one soil is certainly impossible with anything but a
type reading, and even there it’s unusual.

We will refer to this continuum as the individual-mass continuum. A noun that is more on the
individual side will be called an INDIVIDUAL CONCEPT, and a noun that is more on the mass side
will be called a Mass coNcEPT. If the combination with one yields a clear mental image, this will be
called the BASE LEVEL of a noun.’® Accumulations of referents belonging to an individual concept
are easily perceived as constituted by their parts because it is possible to identify those parts with
the base level. This is not possible with mass accumulations.

Note that the classification of concepts is language-specific. For instance, ginger in English does
not seem to have a base level and is a quite clear mass concept. By contrast, the Chintang equivalent
phidan is more flexible: it does have a base level in the form of a single rhizome (thitta phidan ‘one
ginger’), but a heap of ginger can be construed as consisting of several rhizomes (phidance with
-ce [ns]) or as non-quantifiable (phidan). In yet another language ginger might even be a clear
individual concept.

8Homogeneity, which is another popular criterion for separating individual and mass concepts (cf. e.g. Rijkhoff 2002),
presupposes this notion. For instance, both apple and ginger can be used in English to construe quasi-homogeneous refer-
ents, only one needs to be pluralised (they were selling apples) and the other doesn’t (they were selling ginger). It is only the
base level of apple that is non-homogeneous in contrast to the base level of ginger.
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The syntactic side of the individual-mass distinction is quantifiability. A count concept will
usually be quantifiable, but it can be made into a non-quantifiable referent by various means to be
discussed below, for instance, when it occurs in a large and hard to overlook group or when only
parts of it are affected. Conversely, mass concepts tend to be non-quantifiable but can easily be
made quantifiable by using containers and measures.

In Chintang, the distinction between individual and mass concepts is only weakly lexicalised,
so in principle all nominal concepts can be marked as quantifiable or non-quantifiable by the same
morphosyntactic means. For instance, thitta makkai ‘one maize’ is possible but does not refer to a
single grain of maize but to a cob. But makkai can also be used to refer to heaps of maize grains
where single cobs are no longer present.

Below are two more examples for this kind of flexibility.

(139) a. I-bhuja c-o-hatt-o wa-na.

2sPOR-fried.rice eat-3[s]O-AWAY.TR-[SUB]J.3sA.]3[s]O

‘The chicken will eat your fried rice’ (CLC:CLLDCh2R07S01.0269)

b.  Thitta bhuja=yan  a-ham-c-o-ko=kha=lo nan?

one fried.rice=ADD 2A-divide-d-3[s]O-IND.NPST=NMLZ,=SURP but

‘So you even divide a single grain of fried rice?’ (CLC:CLLDCh2R07S01.1098)
(140) a. Pai na  wei? bhun-na-da hou.

today CTOP rain pile-LNK-come[.SUBJ.NPST.3sS] AFF

‘Today there will be plenty of rain. (CLC:CLLDCh3R02506.457)

b.  Abo thitta wei?=yan ma-ta-yokt-e.
now one rain=ADD NEG-come-NEG-IND.PST][.3sS]
‘Now it rained not even a single time’ (CLC:Chambak_int.0378)

Chintang also doesn’t have a problem with pluralising what are mass concepts in English:

(141) Jamma cuwa-ce khatt-u-c-a.
all water-ns take-30-ns-IMP[.2sA]
‘Take all the water(*s). (CLC:CLLDCh2R02509.376)

While it is possible in English, too, to pluralise water, this process automatically selects quantifiable
readings of the word, such as ‘kind of water’ (We offer a fine selection of waters)."’ Situations as in
(141) require the use of a container word (e.g. bottle). Both the plural marker and determiners are
associated with this word (the bottles of water, *bottles of the water, *the bottle of waters; one bottle
of water, *bottle of one water).

The same flexibility is seen in the use of S/A detransitivisation. For instance, mass concepts can
be construed as quantifiable and accordingly be used with the transitive frame when the relevant
referent is small and easy to overlook (142) or when it has physical boundaries (143):

(142) Ghasa na  lab-o-ns-e.
grass CTOP grab-3[s]O-PRF-IND.PST[.3sA]
‘He has grabbed (a bunch of) grass. (CLC:CLLDCh3R09S06.503a)

(143)  Rumpatti, hana ghasa kekt-o-kh-o!
Rumpatti 2s  grass hold-3[s]O-CON-[IMP.2sA.]3[s]O
‘Rumpatti, you hold the (bundle of) grass!’ (CLC:CLLDCh4R13S04.371)

Similarly, concepts that tend toward the individual side can easily be construed as non-quantifiable.
One possibility to do so is to disintegrate the base level marked by one. For instance, kocuwa ‘dog’
by default denotes a single dog, which would be a quantifiable referent. However, referring to a
non-quantifiable subamount of dog becomes possible when the dog is acted upon in a way that
ignores its unity. For example, when a dog dies and something eats it, its parts no longer serve
different functions that together create one dog, but each part becomes just another part of the
menu:

1In the case of water there are of course also lexicalised plural uses as in These waters are dominated by the Americans.
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(144)  Ba  kocuwa sa-lo ca-no=kha?
PROX dog who-NOM eat-IND.NPST[.3sS]=NMLZ,
‘Who is eating (from) this dog?’ (CLC:CLDLCH3R01502.279)

Another frequent way to create a non-quantifiable referent from an individual concept is to multi-
ply the base level as in (145):

(145) A-nisa-ce sontolon khali=ta  u-toc-ce-ke.
1sPOR-younger.sibling-ns tangerine always=FOC 3S-prong-d-IND.NPST
‘My younger brothers prong at tangerines all the time’ (elicitation PRAR 2010)

Sontolon by default refers to a single tangerine, but in this sentence the number of tangerines is
indeterminate and the corresponding referent is not quantifiable.

It is interesting that English has to use the plural on tangerines whereas Chintang sontolon is
singular. On the one hand, this is another hint to the lack of grammaticalisation of the individu-
al/mass distinction in Chintang: English uses the singular on non-quantifiable mass concepts (He
ate some porridge) but the plural on non-quantifiable individual concepts (He ate some tangerines).
On the other hand, it also shows a difference in the semantics of the English and the Chintang
singular. In Chintang, the singular is the default number and the non-singular is only used when a
speaker is sure that there is more than one individual referent, whereas the English plural already
responds to the possibility of there being more than one such referent.

Another interesting property of the Chintang non-singular is that it implies quantifiability. It
is therefore normally impossible to detransitivise an object marked by the non-singular:

(146) Asinda  akka paryatak ma?mi(*-ce) khag-e-h-¢.
yesterday 1s  tourist  person-ns  see-PST-1sS-IND.PST
“Yesterday I saw (some) tourists. (elicitation PRAR 2010)

Exceptions can be found, though. One possibility are nested structures as in (147). Khi denotes a
single yam root, khi-ce a small, quantifiable group of yam roots. The construction in (147) creates
a group of such groups, which itself is non-quantifiable:

(147) Kholakhi-ce tus-i-ki-na.
wild.yam-ns dig.out-1pS-IND.NPST-e
‘We dig out wild yam roots’ (CLC:phidang_talk.045 + elicitation RBK 2012)

Another possibility are the circumstances discussed in section 2.6.2 where a referent may be quan-
tifiable yet not identifiable. (148) shows an example where S/A detransitivisation is triggered by
open reference.

(148) Yo-7ni bhai-?ni  dhami-ce kond-i-e-hé,
DEM.ACROSS-DIR PROX-DIR shamen-ns search-1pS-e-IND.PST
kond-i-yakt-i-e-hé.
search-1pS-IPFV-1pS-e-IND.PST
‘We searched for shamans, we were searching them (for some time). (CLC:appa_katha
talk.045 + elicitation RBK 2012)

The special properties of the Chintang number system are bound to the object relation. With
non-objects the non-singular behaves as the English plural, that is, non-quantifiable referents are
marked:

(149)  Bhiya-ce=yan  u-ta-no-ta, ma?mi-ce=yan u-si-no-ta...
marriage-ns=ADD 3[p]S-come-IND.NPST-CONT person-ns=ADD 3[p]S-die-IND.PST-CONT
‘Marriages are taking place, people are dying... (CLC:Gen_talk.017-018)

This asymmetry can lead to one and the same referent triggering both S/A detransitivisation and
ns-AGR when it is shared between two clauses. In (150), ma?mi represents a non-quantifiable,
divisible referent (‘people’) which is shared between a relative clause, where it occupies A and is
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linked to 3[p]A-AGR, and a main clause, where it occupies P and is not indexed. Also, because
this relative clause is externally headed, ma?mi is assigned case and number by the main clause
predicate and is therefore in the nominative singular.

(150)  Akka sahayog u-pi-na-ta-ni-n=go ma?mi koi-ya-7a.
1s  help 3A-give-1sO-IND.NPST-p-1sO=NMLZ, person search-1sS-IND.NPST
‘T'm looking for people who can help me’ (elicitation PRAR 2010)

The precedence of quantifiability over divisibility in the number marking of objects and the re-
sulting rarity of -ce [ns] on detransitivised objects seem to be the only aspect of nominal marking
where detransitivised objects are restricted compared to transitive objects. As we have seen in
section 2.4.3.3, they are full independent NPs in every other respect.

To summarise, there is no formal evidence for the existence of a distinction between individual
and mass concepts in Chintang. The distinction is a useful construct to understand how reference
is established but not a language-specific category. Thus, sontolon could be translated as ‘tangerine’
just as well as ‘tangerines’ or ‘piece of tangerine’, sin means ‘stick’ as well as ‘wood’, and ma?mi
means both ‘person’ and ‘people’.

The lack of a grammaticalised individual/mass distinction does not mean, though, that Chintang
is completely insusceptible to the difference between cat and cheese. In fact, most nouns have a
clear preference for being construed as quantifiable or not, and this has consequences for how often
they are used together with the transitive or the detransitivised frame. This is shown in Figure 2.4.%°

menuwa ‘cat’ kocuwa ‘dog’ khim ‘house’ paisa ‘money’
sin ‘wood’ cuwa ‘water’ ghasa ‘grass’ arkha ‘alcohol’

v oG 6

Figure 2.4: Framing for a couple of nouns (blue = proportion of S/A detransitivised clauses)

The factors determining whether a concept tends to be quantifiable are its intrinsic tendency to
occur in certain quantities but also how it is perceived and handled by humans. For instance, the
most frequent manifestation of ‘cat’ is a single cat. Neither are cats normally divided into equal
parts (they are not part of the diet in Chintang), nor do they occur in groups (in contrast to dogs,
which are notably less often quantifiable). Money usually comes in groups of similar individual
referents (coins or notes), so its natural occurrence would point towards non-quantifiability. How-

20The counting procedure was as follows. I took a couple of nouns, extracted all clauses where they occupied the position
of O and counted the number of detransitivised and transitive frames. All ambiguous cases were ignored, as they are — as
far as I can see — independent of the semantics of S/A detransitivisation. With valency-manipulating vector verbs the O
of the final verb was considered. Non-singular nouns in the nominative were counted like the same noun in the singular
nominative. In order to get a more complete picture, not only the annotated part of the CLC but the complete corpus was
considered.
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ever, since money is being counted all the time and definite amounts of money play an important
role in most societies as property and price, it is plausible that it should still be more frequently
quantifiable.

Another interesting difference is that between water and alcohol. Both are maximally homoge-
neous and need external boundaries in order to become quantifiable. Both are stored in containers
so that it is in principle possible to act on them as a whole. However, they are handled in different
ways. The two main activities in Chintang with alcohol as their P are making (hend-) and consum-
ing it (thun-). When making alcohol, the quantity is not fixed beforehand — a woman stays at the
cooking place for one or several days, and the output quantity varies according to her enthusiasm
and her skills. Similarly, one drinks alcohol out of cups, but the quantity is rarely confined to one
cup upon one occasion, so the affected referent is that in the next bigger container. The quantity
that is drunk in the end varies depending on the generosity of the host and the endurance of the
drinker and is rarely fixed beforehand. There are also no bars in Chintang where one could order
one cup.

2.6.3.2 Construing quantifiability

This section explores under which circumstances referents are construed as quantifiable. It is again
convenient to consider mass and individual concepts separately.

We have already seen above that mass concepts tend towards being construed as non-quantifiable.
Here is one more example for this:

(151)  Akka yo?-ni sambok sop-ma-khan-na.
1s DEM.ACROSS-DIR millet  thresh-1sS-CON-[SUBJ.NPST.]1sS
Tl try to thresh millet over there’ (CLC:CLLDCh3R02502.009)

Sambok ‘millet’ is most often processed in a way that requires construing it as non-quantifiable.
Harvesting millet is a time-consuming process because every ear has to be plucked separately.
Therefore, usually only parts of a field are harvested at a time. After plucking, the millet is dried in
the sun and then cooked (for making liquor) or ground (for making bread or millet porridge). All
these processes only allow working on a small amount of millet at a time because plastic blankets
of only about 2 to 3 m? are used for drying, medium-size pots for cooking, and grindstones driven
by hand for grinding. So all conventional activities with millet as their object require acting on a
subamount of variable size of the quantity that is available overall.
A slightly different case is presented by ciya ‘tea’:

(152) Abo ciya thu-i 0.
now tea drink-[SUBJ.NPST.]1p[i]S okay
‘Now let’s have tea, okay?’ (field notes 2010)

The word ciya can refer both to the plant and the beverage, but the plant and its leaves rarely occur
in object position because the plant doesn’t grow in Chintang and making the beverage is not
described as ‘cooking leaves’ but as ‘making tea’. The beverage tea, however, is frequently made
and drunk. Because it loses its flavour quickly, it is not stored but always made freshly. Further,
tea is always made for a certain quantity of persons (whether for customers in teashops, guests,
or members of the own family) and is drunk from small cups. All this would point to a preference
for constructing tea as quantifiable. However, the quantity of tea drunk is rarely restricted to one
cup. To be sure, one cup is the conventional amount, but half a cup or two cups would be equally
possible. For the same reason, making tea for five persons does not mean putting on five cups of
water but a larger, approximate amount.

The easiest way to make a mass concept quantifiable is to refer to a complete accumulation such
as a heap of firewood as in (153). Such accumulations have an outer boundary that constitutes an
ad-hoc way of quantifying them via counting (one heap, two heaps...).
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(153)  Kanchi, Yo sin  thapt-o-kh-o!
youngest.daughter DEM.ACROSS wood bring.over-3[s]O-CON-[IMP.2sA.]3[s]O
‘Kanchi, bring over that firewood!’ (CLC:CLLDCh2R02509.436)

Often it is more convenient to handle small amounts of masses at a time. Small accumulations in
one place are created by adding physical boundaries:

(154) Cuwa ek gilas thun-c-o.
water one glass drink-[1]d[iA]-[SUBJ.NPST.]3[s]O
‘Let’s have one glass of water’ (CLC:CLLDCh1R05S01.800)

Such physical boundaries do not have to be actually present; they can also be projected from an-
other place or from the mind. The examples in (155) involve an amount of air that is bounded by
an inflatable ball. Whereas in (155a) the air is in the ball and thus actually quantifiable, it is still
outside of it in (155b) at the time it is affected by tis-.

(155) a. Tott-e kina u-hawa lois-and-o-ns-e.
poke-IND.PST[.3sS/A] SEQ 3sPOR-air let.out-COMPL;-3[s]O-PRF-IND.PST[.3sA]
‘He has poked (the ball) and let its air out. (CLC:CLLDCh1R13S02.1379)

b.  Akka hawa tis-and-u-.
1s air  put.in-COMPL;-3[s]O-[SUBJ.NPST.]1sA
Tl let in (the) air. (CLC:CLLDCh1R13502.1378)

Another way of quantifying masses is to use units of measurements. Masses can be directly mea-
sured with dedicated units (156a) or indirectly with associated units (156b).

(156) Sumci mana thukt-u-ku-m-ma kok.
three mana cook-3[s]O-IND.NPST-1pA-e rice
‘We cook three mana of rice. (CLC:CLLDCh4R03503.0224)

(157) A, ghasa akka paitis  sai-ko khed-u-h-é.
yes grass 1s  thirty.five hundred-GEN buy-3[s]O-1sA-IND.PST
“Yeah, I bought grass for thirty-five hundred’ (CLC:CLDLCh3R01504.002)

Comparisons presuppose the possibility of measuring and accordingly make referents quantifiable,
too:

(158) Hana baddhe a-c-o-kko elo i-phuwa-na?
2s much 2[s]A-eat-3[s]O-IND.NPST or 2sPOR-elder.brother-ERG
‘Do you eat more or your brother?’ (CLC:CLLDCh1R02S01 0849)

Finally, boundaries may also be set in the domain of time:

(159)  Akka athomba redio-be  sat  baje-ko khabar-a  khems-u-h-¢.
1s before  radio-LOC; seven o’clock-GEN news-NTVZ hear-3[s]O-1sA-IND.PST
‘T just heard the 7 o’clock news on the radio. (elicitation PRAR 2010)

A special case is presented by concepts which are (in the philosophical sense) rather accidents
than substances. In English, such concepts are only quantifiable in connection with a referential
carrier such as thing. Chintang is once more more flexible here in that both quantifiable and non-
quantifiable referents can be construed from such concepts without the help of ancillary devices.
(160) shows a pair of examples for this. Halacoppa ‘red’ is quantifiable in (160b), which in this case
entails that there is exactly one red thing.

(160)  a.  Akka halacoppa khag-e-h-é.
1s red see-PST-1sS-IND.PST
‘T saw red.
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b.  Akka halacoppa khag-u-h-é.
1s red see-3[s]O-1sA-IND.PST
‘I saw something red’ (elicitation RBK 2010)

We will now turn to quantifiability in individual concepts. We should once more remind the reader
that the individual/mass distinction is not lexicalised in Chintang and that the syntactic concept of
quantifiability is much more important for explaining S/A detransitivisation. The distinction does,
however, make it easier to discuss quantifiability in a systematic way.

(161) shows the easiest case of a quantifiable individual concept, i.e. a single referent.

(161) Ram-e patt-o-kh-o!
Ram-NAME.NTVZ call-3[s]O-CON-[IMP.2sA.]3[s]O
‘Call Ram!’ (CLC:CLLDCh1R10S05.105)

(162) shows an apparent exception:

(162)  Ba  sencak ci-a-ns-e.
PROX mouse eat-PST-PRF-IND.PSTJ[.3sS]
‘A mouse has eaten from this (tangerine). (field notes 2011)

Here we have a single individual concept (‘tangerine’) used with S/A detransitivisation even though
it is quantifiable. This example can easily be explained, however, if one assumes that there are two
referents involved here, viz. the tangerine and the small part nibbled away by a mouse. The referent
that has been affected is the latter, and this referent is non-quantifiable because of course the mouse
did not take out individual segments. One might still say that the eaten part is easy to distinguish
from the rest and should therefore be quantifiable. However, this does not take into account that
the action of the mouse did not affect the now visible hole (which itself is quantifiable) but a part
of the tangerine that was still there at event time.

Predicate semantics play an important role in partial affectedness. Eating is a good example for
an activity that affects its O gradually. Other activities have a more punctual effect and therefore do
not allow for partial affectedness. For instance in (163), the pencil is clearly only partially affected,
but not in a way that would justify using the verb kipt- ‘cut, prune, shorten’. Put differently, the
affected subamount may look different from the rest of the referent, but it is not shortened — cf.
English There was one rope and he shortened part of it, which likewise sounds odd. What is shortened
(or rather about to be shortened) is the whole pencil, so the transitive frame must be used:

(163)  Ram-e-na chapmago kipt-o-ko tara u-dhar-a
Rame-NAME.NTVZ-ERG pencil cut-3[s]O-IND.NPST[.3sA] but 3sPOR-blade-NTVZ
manchi? kinana latt-and-o-ko.
be.not.there SEQ CTOP give.up-COMPL;-3[s]O-IND.NPST[.3sA]

‘Ram cuts off a piece from a pencil, but his knife is not sharp enough so he gives it up’
(elicitation PRAR 2010)

The contrast between quantifiable referents and non-quantifiable subdivisions of theirs can also
explain some discrepancies betwen English and Chintang, i.e. cases where English uses an article
but Chintang uses S/A detransitivisation. The example in (164) is repeated from above:

(164) Ca-sana=ta numd-a-kt-a-lok ek dini a-phe-ce
eat-CVB.FGR=FOC do-PST-IPFV-[SUBJ.]PST[.3sS]-CVB.BGR one day 1sPOR-elder.brother-ns
bhai?-ni  u-thab-a-ci-e.

PROX-DIR; 3[p]S-come.over-PST-COMPL,-IND.PST
‘While he was still taking the medicine, one day my brother’s family came over for a visit.
(CLC:appa_katha_talk.021-022)

Here, the medicine the speaker’s father got from the hospital is quantifiable in the form of one or
several containers — this and the fact that the medicine has been mentioned before yield the definite
article in the English translation. However, what matters in Chintang is that the affected referent
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is not the medicine as a whole but a non-quantifiable subamount of it.

Much variation is found in the treatment of larger groups of what is perceived as individual
concepts. It has already been mentioned in section 2.6.1 that groups with an overt definite quantifier
are always quantifiable. Here is another example for this:

(165)  Pdc-eda phultun  samet-a wad-u-ns-u-c-e an.
five-CLF underpants altogether-NTVZ put.on-30-PRF-30-ns-IND.PST[.3sA] QTAG
‘Altogether he’s put on five pairs of underpants, huh?’ (CLC:CLLDCh3R11507.267)

This is, of course, not true when quantification is only approximate:

(166)  Hardi athawa khair-a-ko sumce car-eda tukra=yan tis-i-ki.
turmeric or catechu-NTVZ-GEN three four-CLF piece=ADD put.in-1p[i]S-IND.NPST
‘We also put in three or four pieces of turmeric or catechu’ (CLC:arkha hengma.34)

Quantification can also be overridden in the case of nested referents. For instance in (167), the A
does two things at a time. These two things together form a complex activity that is the relevant
object referent for the predicate numd- ‘do’. Since the beginning and the end of the activity are not
fixed, it cannot be quantified in the relevant dimension of time:

(167)  Khon-no?=yan, ne-no?=yan ni, maila na  hicce=ta
play-IND.NPST[.3sS]=ADD study-IND.NPST[.3sS]=ADD ASS second.son CTOP two=FOC
num-no.

do-IND.NPST(.3sS]
‘He plays and he studies — Maila does two things (at the same time)
(CLC:CLLDCh4R13501.110)

>

The main factor determining the quantifiability of complex ensembles that are neither overtly quan-
tified nor exhaustive is the ease of overlooking the ensemble. The smaller it is and the closer to-
gether its parts are, the higher is the probability that it will be construed as quantifiable. Consider
the pair of examples in (168):

(168)  a.  Sapphi sik u-tok-no ni.
much louse 3[p]S-have-IND.NPST ASS
‘They really have a lot of lice.
b.  Sapphisik u-tog-o-ko-ce.
much louse 3[p]A-have-30-IND.NPST-3nsO
‘They really have a lot of lice’ (elicitation PRAR 2010)

The first sentence clearly is the default — when a person has lice there will usually be lots of them.
The informant that gave me these sentences suggested that the second variant might be used after
looking at a person’s head. Thus, while in the first example the large number of lice and their lack
of coherence motivates the non-quantifiable construction, (168b) uses the head as an anchor to
(mentally) keep the lice together as a single group.

2.6.3.3 Quantifiability with indefinite quantifiers

The criterion of overlookability also plays a role in the way S/A detransitivisation interacts with
indefinite quantifiers. In Chintang, such quantifiers generally do not distinguish between individ-
ual and mass concepts, which conforms with our claim that this distinction is not lexicalised in
Chintang. For instance, jamma means both ‘every’ and ‘all’, mi?mun means ‘few’ and ‘little’, and
baddhe means ‘many’ and ‘much’.

Quantifiers such as jamma mark what I will call exhaustive reference. Exhaustive reference
is always quantifiable because it does not tolerate deviations from a certain quantity. Thus, all
the apples may refer to various numbers of apples when used in different contexts. However, in
a specific context it can only refer to whichever number represents all apples, and if less apples
than that are affected the use of all will be ungrammatical (He ate all the apples, *but I kept two for
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you). (169a) illustrates exhaustive reference to a mass concept, (169b) exhaustive reference to an
individual concept:

(169) a. Abo=le Jjamma sin u-hutt-and-u-c-e.
now=RESTR all firewood 3[p]A-burn-COMPL,-30-3nsO-IND.PST
‘Only now did they burn all the firewood’ (CLC:martyr_story.325)

b.  Hun-ce-ko sipahi-ce sapai hun-ce-na  u-pans-u-ku-ce.
MED-ns-GEN soldier-ns all ~ MED-ns-ERG 3[p]A-send-30-IND.NPST-3nsO
‘They sent all their soldiers’ (CLC:rana_pilgrim.059)

This behaviour is also expected because exhaustive reference may be said to be an emphasised form
of inclusive reference, which was described as an inherent characteristic of unique identifiability
in section 2.5.5.

Apparent exceptions are once more possible when subamounts are involved:

(170) Ek thaii=ta jamma hon-na-dheil kina ca-no.
one place=FOC all mix-LNK-COMPL; [.SUBJ.NPST.3sS] SEQ eat-IND.NPST][.3sS]
‘He mixes everything in one place and eats it. (CLC:CLLDCh4R03503.0203)

A Nepali meal generally consists of several independent dishes, typically rice, lentil soup, vegetable
curry, and a small amount of pickles. These dishes are usually served separately on one plate. What
the child occupying the role of A did here is to take something from every dish and then mix and
eat it in one place. Thus, jamma relates to the total amount of food, whereas the actions coded by
the verbs hol- and ca- only affect a subamount. The relevant referent is therefore not exhaustive.

A variant of exhaustive reference is the case where some referents are taken to represent a
whole group. This can be due to various reasons. For instance, in (171) it is simply most animals
that are affected by the tiger’s tyranny, so it is a reasonable generalisation to say ‘all’. By contrast,
in (172) it is quite clear that the monkeys do not steal all or even most of the maize, but it is still
enough to view the harvest as a whole as affected.

(171)  Jangal-a-be=ko-ce jamma=pho dukha pid-u-wakt-u-c-e.
jungle-NTVZ-LOC;=NMLZ;-ns all=REP trouble give-30-IPFV-30-ns-IND.PST[.3sA]
‘He (the tiger) gave trouble to all the jungle dwellers’ (CLC:story_ tiger.024)
(172) A, makkai u-c-o-kko, phidan cahi  u-c-o-kko-nin.

yes maize  3[p]A-eat-3[s]O-IND.NPST ginger RETRV 3[p]A-eat-3[s]O-IND.NPST-NEG
‘Yes, they (the monkeys) eat the maize, but they don’t eat the ginger’
(CLC:phidang_talk.483)

The range of tolerance becomes the greater the greater the ensemble is. In (173) no realistic speaker
could wish that god conserve every single thing in the whole universe, so exhaustive reference is
once more approximative:

(173) Jiu dan-a bar dan-a sab-ai kura a-yuns-u-m.
life gift-NTVZ blessing gift-NTVZ all-FOC thing 2A-keep-3[s]O-[SUBJ.NPST.]2pA
‘May you conserve the gift of life, the gift of the blessing, all things’
(CLC:Budhohang d.78)

Other indefinite quantifiers function quite differently from universal quantifiers. They can be com-
bined both with the transitive and the detransitivised frame but have strong statistical associations.
For small quantities, the transitive frame is the default:

(174)  Mi?yun sag-a lett-u-n=kha akka.
afew green.vegetables-NTVZ plant-3[s]O-1sA=NMLZ; 1s
‘T've planted a few green vegetables here’ (CLC:CLLDCh1R07502.516.)

This is expected because markers of small quantities presuppose an approximate benchmark in the
mind of the speaker beyond which a quantity can no longer be said to be small. Since the quantity
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must be greater than zero but stay below the benchmark it is easy to overlook, and as has been
mentioned at the end of the last section, that is a factor favouring a quantifiable construal in itself.

Large quantities also involve a benchmark, but the category applies to everything above it. As
a consequence, markers of large quantities have much more semantic leeway than those for small
quantities: there are more cases to which they apply, and accordingly they are more appropriate
in cases where one doesn’t know the exact number of something and where the range of possible
numbers is broad. This does, however, not mean that they are only appropriate in such cases, so
what is expected for them is a lack of a clear preference for one of the two frames. This is what is
found:

(175)  Ba=go Jjagga=yan baddhe tok-no.

PROX=NMLZ, land=ADD much have-IND.NPST[.3sS]

‘He also owns much land’ (CLC:LH_Lal.0161)
(176) Ghasa=yan Som-e-na baddhe=ta hekt-o-ns-e.

grass=ADD Som-NAMENTVZ-ERG much=FOC cut-3[s]O-PRF-IND.PST[.3sA]

‘Som has also cut a whole lot of grass’ (CLC:CLLDCh1R06503.0309)

In (176a) the precise quantity of owned land is not important — the speaker just wants to say that
the concerned person is rich. But it is important in (176b), where the context tells us that Som was
expected to cut a certain amount of grass and the amount he managed to cut is compared to that
benchmark (in fact, Som cut too little, so the utterance is ironic).

The default for small quantities can be overridden, for instance, when open reference is in-
volved. Consider (177):

(177) Thi akka mi?mun thun-na-khan-na.
beer 1s  alittle  drink-1sS-CON-[SUBJ.NPST.]1sS
‘Let me try and have some beer’ (CLC:CLLDCh1R09S03.1238)

This sentence is a polite request — the speaker might drink more or less, depending on how much
is appropriate. On the other hand, the transitive variant thu-u-n-kha-n [drink-3[s]O-1sA-CON-
[SUBJ.]1sA] sounds more demanding because the speaker has already fixed the amount in his head
at the time of speaking.

2.6.3.4 Actual and virtual quantifiability

In all examples discussed so far, the relevant objects were quantifiable in reality. However, this is
not always the case. Consider the following example:

(178) A?, cuwani ens-o-ko.
yeah water ASS divert-3[s]O-IND.NPST[.3sA]
‘Yeah, he diverts the water’ (CLC:CLLDCh4R05504 2069)

The background of this utterance is that water supply is incomplete in the village Chintang. There
are a few major pipes from which people commonly divert water for their own use. The amount of
diverted water is obviously not limited, as new water flows in all the time. The reason why cuwa
is still construed as quantifiable here seems to be that the amount is measurable at least in theory.
One could, for instance, measure the water at the end of each day, adding up the results, and would
(as long as one can rely on one’s counting abilities) never arrive at an indefinite quantity. This type
of quantifiability may be called virtual.

Virtual quantifiability plays a great role for the explanation of S/A detransitivisation. Especially
large amounts are rarely determinable in practice. For instance, separating maize grains from their
cobs is a work that takes some time, since usually a whole basket of cobs is done at once. Even
though nobody would count the cobs (let alone the grains) this is an easy enough job in theory, so
the transitive frame is commonly used in sentences such as (179):
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(179)  Makkai-ce na  tak-ma  a-hid-u-m-cu-mh-e?
maize-ns CTOP break-INF 2A-finish-30-2pA-3nsO-2pA-IND.PST
‘Have you finished breaking off the maize?’ (CLC:CLLDCh2R05S01.068)

Virtual boundaries also make examples such as the following possible:

(180) Khakhutt-ad-a-s-e, hun=go-i? cha sat-jana
become.dark-AWAY.ITR-PST-PRF-IND.PST[.3sS] MED=NMLZ,-LOC, six seven-HUM.CLF
ma?mi-ce likhi khag-u-cu-h-é€, chutt-e num-ma=ta

person-ns EQU see-30-ns-1sA-IND.PST separate-V.NTVZ do-INF=FOC
ma-hi-yakt-u-ns-u-n-cu-h-¢.

NEG-be.able-PST.NEG-30-PRF-30-1sA-ns-1sA-IND.PST

‘It had become dark and I saw about six or seven people there, but I couldn’t keep them
apart. (elicitation PRAR 2010)

Here, even though the speaker herself admits that she doesn’t know how many persons there
are exactly, she uses the transitive frame because the group of people looks small enough for its
quantity to be determinable in principle, and because it would be an easy thing to go and count
them through.

A frequent form whose behaviour is best explained via virtual quantifiability is asuk ‘how much,
how many’. Even though a speaker who uses this form obviously does not know the quantity of
something, asuk in O is almost always accompanied by the transitive frame. This is expected if we
assume that asuk can only be used when the speaker presupposes that the quantity he is asking
for can be determined. (181) shows an example.

(181) Ba-sa-na asuk khur-o-ko?
PROX-OBL-ERG how.much carry-3[s]O-IND.NPST[.3sA]
‘How much can she carry?’ (CLC:CLLDCh1R05S02.177)

2.6.4 Interaction with other factors
2.6.4.1 Interaction with part of speech

A couple of parts of speech interact with S/A detransitivisation on the base of their specific refer-
ence. These are pronouns, demonstratives, and proper names (as a subclass of nouns).

One of the few unbreakable rules of S/A detransitivisation in Chintang says that it is ungram-
matical with pronouns:

(182)  *Akka u-cop-no.
1s 3[p]S-look.at-IND.NPST
“They look at me. (elicitation PRAR 2010)

Remember that the morphosyntactic class of pronouns in Chintang only comprises SAP pronouns
(cf. section 2.2.1) — words referring to third persons via deixis fall into the class of demonstratives.
Though the rule excluding pronouns from S/A detransitivisation is certainly well motivated, it does
by no means fully follow from what we have so far said about specificity and quantifiability. Non-
singular speech act participants may sometimes be hard to be quantified and may accordingly be on
the edge of specificity, especially the first person inclusive plural, which in Chintang can function
as a generic person similar to you in English. Compare the two sentences below, which virtually
have the same meaning but where only the first can be detransitivised:

(183) a. I-phak  ma?minek-no?
2sPOR-pig people bite-IND.NPST[.3sS]
‘Does your pig bite people?’
b. I-phak  kha-nek-no?
2sPOR-pig 1nsO-bite-IND.NPST
‘Does your pig bite (us)?’ (elicitation PRAR 2012)
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Demonstratives are different from pronouns in allowing a minimal level of flexibility. In most cases,
they are likewise incompatible with S/A detransitivisation:

(184)  Akka (*ba=go) ma?mi koi-ya-7a.
1s PROX=NMLZ, person search-1sS-IND.NPST
‘T am looking for (*this) people’ (elicitation PRAR 2010)

The reason for this is obvious: demonstrative NPs are inherently specific so that open and discard-
able reference are excluded. What’s more, they restrict the scope of referential expressions to an
area in space (or in one of its metaphorical extensions such as time and discourse), which makes it
easy to overlook the referent and construe it as quantifiable.

Exceptions are possible with nested structures where the affected referent is a non-quantifiable
subamount of the referent marked by the demonstrative:

(185) To cuwa a-thun-no=kha?
DEM.UP water 2[s]S-drink-IND.NPST=NMLZ,
‘Do you drink (from) the water up there?’ (CLC:CLLDCh1R03S06.221)

(186)  Akkai, ba=go ci-a=mo nusayarn...
oh  PROX=NMLZ, eat-IMP[.255]=CIT CONCS
‘My, even if somebody told me to eat (from) this... (Icouldn’t.)’ (CLC:CLDLCH3R01S02.281)

Note that sortal demonstratives are different from referential demonstratives. They do not point to
referents directly but via their category and they also do not restrict the area of reference, so it’s
not surprising that they are well attested with S/A detransitivisation:

(187)  Ba-khiya waphuruk a-kha-i-s-i-hé?
PROX-SORT cucumber 2S-see-p-PRF-p-IND.PST
‘Have you seen such cucumbers before?’ (CLC:CLLDCh3R04S01.137)

Proper names are another class where S/A detransitivisation is a 100% impossible:

(188)  *Hari Lachman cop-no-ta.
Hari Lachman look.at-IND.NPST[.3sS]-CONT
‘Hari is looking at Lachman. (elicitation SAR 2011)

This behaviour can be fully predicted from the general rules for S/A detransitivisation. Proper
names are not only inherently specific, they also necessarily denote a singular and therefore quan-
tifiable referent. Anything that is close enough to the world of human beings in order to be given
a name is normally not acted upon as a mass of equal parts, so disintegration as a way of enabling
non-quantifiable construals is excluded. Nor is adding an indefinite amount of other referents of
the same name possible, since a name is not a category (i.e. several people called Ram cannot be
referred to as the Rams, except in marginal contexts where the Rams will still refer to a small,
quantifiable set).

2.6.4.2 Interaction with possession

Possessed O are similar to demonstrative O in that they are in most cases ungrammatical with S/A
detransitivisation. The following example is from Bickel (2008b:4) (glosses adapted):

(189) a. (A-)kam (a-)khim-be pans-u-h-¢€.
1sPOR-friend 1sPOR-house-LOC; send-3[s]O-1sA-IND.PST
‘I sent (a/my) friend to (a/the/my) house’
b. (*A-)kam  (*a-)khim-be pans-e-h-¢.
1sPOR-friend 1sPOR-house-LOC; send-PST-1sS-IND.PST
‘I sent friends home. (in general)

85



CHAPTER 2. CHINTANG: S/A DETRANSITIVISATION

As with demonstrative O, however, it again turns out that S/A detransitivisation is possible with
possessed O and simply extremely rare due to functional reasons. Possession correlates with speci-
ficity because ownerhood is a good criterion for distinguishing one referent from others. It also
correlates with quantifiability because one normally doesn’t possess lots of things of one kind in
different places and because possessed things are normally individual rather than mass concepts.
In (189), all readings that are compatible both with a possessed O and S/A detransitivisation are
semantically strange. Since kam ‘friend’ is clearly individual, there are the following options:

e [ sent home one of my friends with arbitrary reference. Human beings per se do not go
together well with arbitrary reference, and that is all the more true of friends, which should
be even easier to distinguish from each other than other people. It is hard to imagine a
situation where somebody should send one of his friends home without having a good reason
for choosing precisely that friend (such as that friend being tired or being the fastest runner).

e I sent home a non-quantifiable subamount of one of my friends. This is possible but sounds
rather macabre and is therefore likely to be rejected.

e I sent home a non-quantifiable number of friends of mine. Although this sounds least weird
out of all options, it is still difficult to find a matching situation. In a concrete situation it is
not clear why one should send home two or three friends without caring about who exactly
is in the set (and thereby determining quantity). In principle it would be possible to assume a
general reading as suggested by Bickel (2008b) (‘Tused to send home one or the other friend’),
but this would be expressed using -yakt [IPFV], not with the simple past tense.

(190) shows an example of a possessed O used together with S/A detransitivisation. The O
referent is a non-quantifiable subamount of all the possessor has.

(190)  U-phuwa-go wa?-no=kha.
3sPOR-elder.brother-GEN wear-IND.NPST[.3sS]=NMLZ,
‘He wears his brother’s (clothes). (CLC:CLLDCh1R08505.0460)

A similar example is found in (191). A sells his aunt’s tomatoes, but since it’s not clear whether he
will succeed in selling all of them and various people buy tomatoes from him over a longer period
of time, S/A detransitivisation is possible:

(191)  Pai  makku-ko golbheda in-no-ta.
today younger.aunt-GEN tomato  sell-IND.NPST[.3sS]-CONT
‘Today he’s selling his aunt’s tomatoes’ (elicitation SAR 2010)

2.6.4.3 Interaction with aspect

It has long been known that there is a connection between aspect and the referential semantics of
objects such that specific objects go together with perfective or telic events and non-specific objects
with imperfective or atelic events (e.g. Verkuyl 1972, 1993; Dowty 1979). Some good examples
for this connection are cited by Swart (2006:163): French tricoter un chandail norvégien ‘knit a
Norwegian sweater’ is telic whereas tricoter des chandails norvégiens ‘knit Norwegian sweaters’ is
not, and réparer une bicyclette ‘repair a bicycle’ is episodic whereas réparer des bicyclettes ‘repair
bicycles’ is habitual.

This connection has led some scholars to propose that the two domains are not only associated
with each other but are in fact functionally analogous. For instance, Rijkhoff (2002:59) speaks of
“nominal aspect”, and Leiss (2000:239) even goes so far to call articles and aspect “grammatische
Synonyme” (grammatical synonyms). Kiparsky (1998) claims that VPs can derive what he calls
their “unboundedness” either from an unbounded head (i.e. an imperfective state of affairs) or
from an unbounded argument (i.e. a non-quantifiable object NP).

Whether this is a useful generalisation or one step to far is a difficult question in general but
easy to answer when only looking at Chintang. In Chintang, there are no grammaticalised links
between identifiability and aspect.
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In order to show this, we first have to get an overview of the aspectual system of Chintang.
This system is rich but asymmetrical in that the existing oppositions are not active in the whole
language but tied up with tense. Whereas aspect is obligatorily marked in the subsystem found in
the past tense, the nonpast subsystem is rather centered around one default form not expressing
any aspect at all. Within and across both subsystems there are small niches occupied by highly
specialised aspectual markers. We will ignore these and focus on the more frequent and abstract
markers for our discussion:

e -ps [PRF] is only compatible with the past tense. It is similar to the English present perfect
in marking events that took place prior to a reference time R but have consequences that are
still to be perceived at R.

e -yakt [IPFV] is compatible with all tenses but has slightly different functions in each. In the
past as well as in the imperative it is a true marker of imperfectivity, marking durative and
habitual events and, as an addition, irreal consequences in combination with conditionals.
In the non-past and tenseless nonfinite forms, however, it has a much narrower function —
here it marks that an action is maintained with some effort, similar to English keep doing.

e -ta [CONT] only occurs in the non-past. It expresses that an event stretches without inter-
ruptions over a longer period of time including R. This excludes its use with habitual aspect
and in many situations where in English the present continuous would be appropriate.

e -dhend [COMPL,] and -ca [COMPL;] mark completive aspect in all tenses and tenseless
forms. They are complementarily distributed according to semantic verb classes: -dhend is
the default marker, -ca is used with verbs of motion and in a few lexicalised cases such as
with ims- ‘sleep’. We will assume below that apart from this there is no functional difference
between the two and will therefore ignore -ca.

e -hat(t) [AWAY]. The function of this marker is difficult to describe. In most cases it implies
that after an action S or O is no longer where it was before (similarly to the English adverb
away as in go away, throw away). Though this function does not correspond to any well-
known typological canon, it usually goes together with the completion of an event and is
therefore often exchangeable with -dhend.

The form -hat is used with intransitive verbs, the form -hatt with transitive verbs. Since de-
transitivised verb forms are formally hybrid (intransitive inflection with transitive valency),
it makes sense that both -hat and -hatt should be possible with them:

(192)  Kapp-e angreji=yan nis-ad-a-ns-e/
Kalpana-NAME.NTVZ English=ADD know-AWAY.ITR-PST-PRF-IND.PST][.3sS]/
nis-att-a-ns-e raicha.
know-AWAY.TR-PST-PRF-IND.PST[.3sS] MIR
‘Kalpana has also learnt some English, too. (elicitation DR 2010)

I have not been able to identify any functional difference between these two variants. In the
Chintang corpus, S/A detransitivisation with -hat(t) is extremely rare, anyway. For instance,
for ca- ‘eat’, one of the verbs with the highest proportion of detransitivised objects, only
two sentences are attested which contain this combination — one uses -hat, the other -hatt.
It might thus be the case that speakers themselves are simply insecure about which aspect
marker to choose, given the extreme rareness of the combination and the hybrid nature of
the detransitivised frame. One speaker I consulted accepted both ci-ad-e [eat-AWAY.ITR-
IND.PST[.3sS]] and ci-att-e [eat-AWAY.TR-IND.PST[.3sS]]; another one accepted ciade but
found that ciatte sounded strange.

In addition to these markers there is the unmarked form. The unmarked form has a relatively
clear function in the past, where it marks perfective, non-resultative events, but can only be de-
scribed as default in the non-past and in the tenseless nonfinite forms. Table 2.8 shows a schematic
overview of the aspectual system of Chintang.
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nonpast \ nonfinite \ imperative past
(0] (default) perfective non-resultative
-s - perfective resultative
-yakt ‘keep doing’ ‘ imperfective
-ta continuative \ -
-dhend completive
“hat(t) AWAY

Table 2.8: The aspectual system of Chintang

The question now is whether each aspectual marker in each of its senses is compatible with S/A

detransitivisation. The examples below illustrate that all theoretically possible combinations are
attested. The imperative and the tenseless nonfinite forms have been ignored since the sense an
aspectual marker assumes in these is always identical to either the sense in the nonpast or the past
and since most nonfinite forms are indeterminate with respect to S/A detransitivisation, anyway.
Although -dhend and -hat(t) are the only markers whose functions do not depend on tense, nonpast
and past tense examples are given for the sake of interest.

(193)

(194)

(195)

88

-ns [PRF]:
a. Sa-ma sa-lo bug-o-ns-e?

who-ERG who-NOM ask-3[s]O-PRF-IND.PST[.3sA]

‘Who asked whom?’ (CLC:CLDLCh3R01502.209)
b.  Pheri biskut tad-a-ns-e.

again biscuit bring-PST-PRF-IND.PST[.3sS]
‘He has brought biscuits again’ (CLC:CLLDCh1R07S02 161)

-yakt [IPFV]:

a. Kani-dina khipt-u-yakt-u-ku-m.

1piPOR-day count-3[s]O-IPFV-3[s]O-IND.NPST-1pA

‘We keep counting our days. (CLC:tangera 05.275)
b. Khel-a u-num-ci-yak-ce-lok=ta khic-e

game-NTVZ 3S-do-d-IPFV-[SUBJ.NPST.]d-CVB.BGR=FOC take.photo-V.NTVZ

numd-o-ko.

do-3[s]O-IND.NPST[.3sA]

‘He takes a photo while they are playing games’ (CLC:CLLDCh4R07S05.0804)
c. Asinda esbela bharkhari khatt-u-wakt-u-n-ci-h-é gor-ce.

yesterday this.time just take.away-30-IPFV-30-1sA-ns-1sA-IND.PST ox-ns

“Yesterday I was just taking (back) the oxen at this time. (CLC:CLLDCh1R04S06.0906)
d. Anam=lo saila sin  tad-a-kt-e, asinda?

when=SURP third.son wood bring-PST-IPFV-IND.PST[.3sS] yesterday

‘When was Saila bringing wood, yesterday?’ (CLC:CLDLCh2R02502.318)
-ta [CONT]:
a. To wamd-o-ko-ta u-tan.

DEM.UP scratch-3[s]O-IND.NPST-CONT 3sPOR-head

‘He is scratching his head up there’ (CLC:CLLDCh1R03502.0737)
b. Alu yakkhen a-ca-no-ta elo?

potato curry  2[s]S-eat-IND.NPST-CONT or

‘Are you eating potato curry or what?’ (CLC:CLLDCh3R01S03.176)
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(196)

(197)

-dhend [COMPL,]:
a.  Paisa=mo=go na=pho  hui kampyutar-na=ta
money=CIT=NMLZ; CTOP=REP MED computer-ERG=FOC
lois-and-o-ko.
put.out-COMPL; -3[s]O-IND.NPST[.3sA]
‘As for the money, that computer produces (all of) it” (CLC:CLDLCh3R01503.124)

b. Som-e u-hawa lon-na-dhen-no ni.

Som-NAME.NTVZ 3sPOR-air let.out-LNK-COMPL;-IND.NPST[.3sS] ASS

‘Som lets out air (from the ball). (CLC:CLLDCh1R13S02.1331)
c. Ram-e-na sed-and-o-ns-e.

Ram-NAME.NTVZ-ERG kill-COMPL, -3[s]O-PRF-IND.PST[.3sA]

‘Ram has killed it. (CLC:CLLDCh1R02S05.0028)

d.  Akka=yan makkai koi than na  tett-and-a-ns-e-h-é=yan.
1s=ADD  maize some place CTOP plant-COMPL,;-PST-PRF-PST-1sS-IND.PST=ADD
‘Thave also planted maize in some places. (CLC:chintang now.1377)

-hat(t) [AWAY]:

a. Bhewa-ce-na u-c-o-hatt-o-ko=kha ni!

insect-ns-ERG 3[p]A-eat-3[s]O-AWAY.TR-3[s]O-IND.NPST=NMLZ, ASS

“The insects eat it (up)!’ (CLC:CLDLCh3R05504.234)
b.  Kham lupt-ad-i-ki=ta? na.

earth get.dirty.with-AWAY.ITR-1p[i]S-IND.NPST=FOC CTOP

‘One gets all dirty with earth. (CLC:CLLDCh1R10S03.185)

c. Adha mil-att-o-ns-e.
half swallow-AWAY.TR-3[s]O-PRF-IND.PST[.3sA]

‘She swallowed (down) half of it. (CLC:CLLDCh1R06S01.1629)
d.  Athomba anci ci-ad-a-c-e an.

before  1di eat-AWAY.ITR-PST-[1]d[iS]-IND.PST QTAG

‘We’ve already eaten (up). (CLC:CLLDCh4R02S02a.061)

While the combinability of S/A detransitivisation with the imperfective aspects is expected, the
combinability with the perfective aspects PRF, AWAY, and especially COMPL is surprising from a
European point of view. The relevant examples from above are discussed briefly below.

Actions on non-quantifiable referents can produce results just as well as actions on quantifi-
able ones. For instance, bringing one or several biscuits as in (193b) results in cookies being
there, just like bringing the cookie(s).

-dhend can not only mark the completion of an action as a whole but also of single steps. An
example of this is found in (196b). At the time of speaking it’s not clear yet whether Som
will let out all of the air from the ball — that would be exhaustive reference to a quantifiable
amount and therefore require the transitive frame. But even though he only lets out more
and more air, all the air that does go out is completely out and cannot be brought back into

the ball.

In (196d), the action is distributed over various places. The places and the maize planted in
them represent non-quantifiable referents, so the sentence is detransitivised. -dhend marks
that the overall act of planting maize has been completed.

Example (197b) is rather similar to (196b). Although a non-quantifiable amount of dirt is
transferred away from the soil to the speaker group, the transfer of each subamount is com-
plete.

Although an action like eating does not have an inherent telos, it can be construed as having
one when it brings about a change of state. In (197d), eating however much results in the
transition of the speaker from the state of not having had a meal to the state of having had
a meal. It is this transition that is completed.
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To summarise, S/A detransitivisation can be freely combined with all existing aspects, and
semantic interaction can be fully explained from the individual semantics of the construction and
the aspectual markers. Where S/A detransitivisation cannot be combined with an aspectual marker
that can also be explained on the base of semantics. For instance, consider (198):

(198)  Menuwa sencak khon-no(*-ta).
cat mouse play.with-IND.NPST[.3sS]-CONT
‘Cats play with mice (*right now). (elicitation PRAR 2010)

The detransitivised sentence without -ta strongly tends towards a generic interpretation: it is a
habit of all cats to play with mice. This reading is incompatible with -ta, which suggests an episodic
action whose time span includes speech time. The only situation that would make (198) possible
is one where there is a particular cat that spends some time playing with several mice, which is
bizarre since cats normally play with only one mouse at a time.

2.6.4.4 Interaction with negation

There is no particular affinity between S/A detransitivisation and negation, contrary to what one
might expect from prominent cases of interaction between negation and DOM in languages such
as French or Russian. Negated verb forms can be detransitivised or not, just like all other verbs:

(199) a.  Phidan u-c-o-kko-nin.
ginger 3[p]A-eat-3[s]O-IND.NPST-NEG

‘They don’t eat the ginger. (CLC:phidang_talk. 483)
b.  Mo=go kok ca-nik-nin.

DEM.DOWN=NMLZ; rice eat-IND.NPST[.3sS]-NEG

‘The one down there doesn’t eat rice’ (CLC:CLLDCh2R09S01.080)

Both examples are indifferent with respect to the the scope of negation in relation to S/A detran-
sitivisation. While the most natural interpretation of (199a) is ‘they don’t eat the ginger’ (< ‘there
is a quantifiable amount of ginger that they don’t eat’), ‘they don’t eat some ginger’ (< ‘there is an
amount of ginger that they don’t eat and it is quantifiable’) is also possible. Likewise, (199b) would
usually be taken to mean ‘he doesn’t eat (from that) rice’ (< ‘there is a non-quantifiable amount of
rice that he doesn’t eat’), but ‘he doesn’t eat any rice’ (< ‘there is an amount of rice that the doesn’t
eat and it is non-quantifiable’) is also possible.
One interesting point is that thitta ‘one’ can be used in negated detransitivised sentences:

(200) Thitta rin  khem-nik-nin.
one  word listen.to-IND.NPST[.3sS]-NEG
‘He doesn’t (even) listen to a single word. (CLC:CLDLCh3R05S03.159)

In such sentences thitta is not in the scope of quantifiability; the meaning of (200) is not ‘there is
(exactly) one word he doesn’t listen to’ — this would require the transitive frame. This creates a
strange situation: on the one hand there seems to be a non-quantifiable referent, rin (there is a
non-quantifiable amount of words not listened to), on the other hand there is a quantifier with the
meaning ‘one’ with unclear affiliation. It is, however, possible to reconcile these two components
if one assumes that any negation is only justified as a contrast to an expected situation.

For instance, one will only say It won’t rain in a situation where there is reason to expect rain.
Similarly, rin khemniknin will be uttered when there is reason to expect that somebody should
listen to what one is saying (for instance, because that is what is expected of well-behaved children,
at least in an idealised cognitive model as defined by Lakoff 1987). Thus, every negation creates
a counterfactual mental space where what it negates is true. For rin khemniknin there are two
such spaces, depending on how one interprets the scope of negation. If negation is outside of
quantifiability, the situation opposed to rin khemniknin is one where some words are listened to.
If negation is inside of quantifiability, it is one where at least one word is listened to. What thitta
does in (200) is to select the second interpretation. Semantically it does not belong into the space
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where words aren’t listened to but into the pertaining counterfactual space where at least one word
is listened to.

In some cases, negation has a direct influence on the used frame because non-action has a
different effect than action. For instance in (201), people on the market buy some of the speaker’s
neighbour’s ginger (thereby licensing detransitivisation) but none of his own. The expected frame
would be the detransitivised frame in both cases because both the bought amount and the amount
not bought are non-quantifiable. However, the transitive frame is used in the second case in order
to express that all of the speaker’s ginger is ignored by the customers:

(201)  Hath-a-be a-chimeki u-phidan=le u-khe?-no-ta,
market-NTVZ-LOC; 1sPOR-neighbour 3sPOR-ginger=RESTR 3[p]S-buy-IND.NPST-CONT
ak-ko na  u-khed-o-ko-nin.
15-GEN CTOP 3[p]A-buy-3[s]O-IND.NPST-NEG
‘On the market they are only buying my neighbour’s ginger, but they don’t buy mine’
(elicitation SAR 2011)

2.6.5 Conventionalisation

S/A detransitivisation is conventional in a couple of (partially frequent) contexts. Lexicalisation of
S/A detransitivisation can be observed with certain verbs whose detransitivised objects are more
frequently covert than those of other verbs and where there is the question of whether one should
consider them as true S/A-ambitransitives (section 2.6.5.1). Another case are certain combina-
tions of verbs with conventional object nouns where S/A detransitivisation is the default (sec-
tion 2.6.5.2). Grammaticalisation of S/A detransitivisation is taking place with complex predicates
(section 2.6.5.3), with pieces of information in O (section 2.6.5.4), and with certain adverbs seem-
ingly replacing objects (section 2.6.5.5). Finally, intransitive infinitival complement clauses exhibit
a peculiar system of assigning O-AGR that can be taken as a lexicalised and grammaticalised rela-
tive of S/A detransitivisation (section 2.6.5.6).

2.6.5.1 Non-specific or non-existent?

There are a couple of verbs that prefer the detransitivised frame over the transitive frame and drop
their O more often than not in the detransitivised use. The detransitivised use with covert O can
often be conveniently translated with an English intransitive verb. Here is a list:

cekt- ‘speak, say’

hand- ‘talk (about)’

hatt- “wait (for), watch out (for), look after’
hans- ‘be hot (for somebody; of food)’
khipt- ‘read, study, count’ (Sambugail dialect)
khons- ‘play (with)’

kupt- ‘perch, hatch’

nad- ‘refuse, do not eat’

pes- ‘vomit’

pokt- ‘leave’

ratt- ‘make noise, shout (at), scold’

rett- ‘laugh (at)’

yons- ‘fast, abstain from’

ned- ‘read, study, count’ (Mulgai: dialect)

There are various reasons why these verbs display the mentioned behaviour. For most one
can easily assume a detransitivised covert O from a language-internal perspective: cekt- ‘speak’
< ‘say words’, hand- ‘talk’ < ‘talk about various matters’, haps- ‘be hot’ < ‘be hot for all kinds of
people’, khipt-, ned- ‘study’ < ‘study various subjects’, khops- ‘play’ < ‘play games’, nad- ‘do not
eat’ < ‘refuse food’, pes- ‘vomit’ < ‘eject matter from one’s stomach’, yons- ‘fast’ < ‘abstain from
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food’. These verbs do confirm with the semantics of S/A detransitivisation. The only thing that is
special about them is that they drop their O more often than other verbs.

Some other verbs do not necessarily have a semantic object, whether specific or not: a fowl
can simply perch (kupt-) without hatching anything, one can wait (hatt-) for Godot, make noise
(ratt-) without addressing anybody, and laugh (rett-) without a good reason. Pokt- ‘leave’ must
always have a person as its O in Chintang; if one wants to express that somebody left a place, the
detransitivised form has to be used and O cannot be overt. For these verbs there also is a clear
difference between the sense with an (overt or covert) non-specific O and no semantic O at all.
‘Hatch chicks’ does not mean the same as ‘perch’, ‘wait’ is not the same as ‘wait for people’, ‘make
noise’ is not ‘shout at people’, laugh’ is not ‘laugh about things’, and ‘leave (a place)’ is not ‘leave
people’. For these verbs it thus seems possible to distinguish a detransitivised variant from a truly
intransitive variant, which is the one where O is not only non-specific but where it is simply not
there.

That being said, a more detailed investigation shows that a clear-cut distinction between S/A
ambitransitive and normal transitive verbs does not exist. For one thing, there are many cases
where it’s not clear whether based on the semantics of a predicate one should assume a detran-
sitivised covert object or no object at all. For instance, cows are frequent “shouters” (ratt-) in the
Chintang corpus. However, even if cows may not always moo at somebody, it is easy to conceive
of them as if they would. Two cows standing by the road mooing could moo just for themselves,
but they could also moo at passers-by. This construal is even more likely for other animals such as
ducks or dogs, which “shout” at intruders into their territory.

Second, the verbs in this apparent class behave differently from each other. Being loud without
addressing anybody may be okay, but, for instance, laughing without a reason is decidedly odd.
Rather than saying that sometimes people do not laugh at something, it seems more correct to say
sometimes nobody can understand what they are laughing at. Similarly, there may be situations
where one is really waiting for nobody and nothing, but these are much rarer than one might think.
Usually when one uses phrases like they waited for time to pass by or simply they were waiting there
is an object-like referent (for instance, arrival time or any event of interest).

Another argument against a distinct class of S/A-ambitransitive verbs is that even verbs which
clearly seem to necessitate an O semantically can be used as if there was no O under appropriate
circumstances. For instance, there is no clear O for khag- ‘see, watch’ in the following example:

(202)  Pok-na-loi kina khan-nir-nin.
get.up-LNK-out[.SUBJ.NPST.3sS] SEQ see-IND.NPST[.3sS]-NEG
‘After getting up he doesn’t see (anything). (CLC:CLLDCh1R07S01.067)

Thus, instead of posing a distinct class of S/A-ambitransitive verbs it is more useful to view verbs
like the ones just discussed as special transitive verbs. All transitive verbs differ from each other
with regard to how frequent they have a semantic object (most of them always have one). Very few
verbs allow for no object at all under certain circumstances, but these verbs do not form a uniform
class, and there are dubious cases where it’s not clear whether an object is really there or not.
Where the object is truly absent it is still not necessary to postulate a frame alternation different
from that between the transitive and the detransitivised frame: since a non-specific referent is in a
way similar to a non-existing referent, it makes sense that this variant should use the detransitivised
frame.

This situation raises important theoretical questions. One is how to determine valency cross-
linguistically. For Chintang, it is obviously impossible to draw a line between S/A ambitransitives
and normal transitive verbs, so the easiest solution is to assume that an object is present in the
valency of a verb whenever it can potentially be expressed overtly. But how to deal with the
equivalents of verbs such as hatt- and rett- in other languages? Are English wait and laugh transi-
tive and mark their P with the prepositions for and at/about? If they are transitive the number of
transitive verbs in the lexicon of English will make a leap. If they are not, why are they not? A pos-
sible way out of this dilemma would be to say that transitivity in English does not pertain to lexical
items at all but only to frames — which is actually common implicit practice in English dictionaries.
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However, this does not solve the problem that there are languages like Chintang where there are
no good criteria to distinguish between intransitive and transitive uses (except in a very limited
sense, e.g. with respect to verbal morphology) and that such languages should be comparable with
languages such as English as far as possible.

2.6.5.2 Frequent composite activities

In section 2.6.2 we introduced the concept of composite activities, i.e. combinations of a predicate
and an object type that have some characteristics of their own and therefore tend to be viewed as
a whole rather than as consisting of two components. This often happens when a predicate-object
combination is frequent and always follows the same scheme. Such combinations tend to become
lexicalised and are therefore to be treated under the heading of conventionalised S/A detransitivi-
sation. (203) shows an example.

(203) a. Ram-e-na u-koncik  wachid-o-ko.
Ram-NAME.NTVZ-ERG 3sPOR-knee wash-3[s]O-IND.NPST[.3sA]
‘Ram washes his knee’
b. Ram-e muk wachi-no.
Ram-NAME.NTVZ hand wash-IND.NPST][.3sS]
‘Ram washes (his) hands’ (elicitation PRAR 2010)

Washing a knee is a rare activity, whereas washing (both) one’s hands is something one does all the
time. Washing one’s hands can thus be viewed as a composite activity, and indeed muk (wa)chid- is
almost always used with the detransitivised frame in Chintang. The transitive frame is still possible
under special circumstances:

(204)  Ram-e-na thitta u-muk wachid-o-ko, phalto
Ram-NAME.NTVZ-ERG one  3sPOR-hand wash-3[s]O-IND.NPST[.3sA] other
wachid-o-ko-nin.
wash-3[s]O-IND.NPST[.3sA]-NEG

‘Ram washes one of his hands but not the other’ (elicitation PRAR 2010)
(205)  I-muk-ce chid-u-c-a temma.

2sPOR-hand-ns wash-30-ns-IMP[.2sA] well

‘Wash (both) your hands well!’ (CLC:CLLDCh2R02S09.609)

In (204), the two hands are treated in different ways so that it becomes necessary to keep them
apart. In (205), the speaker emphasises that the hearer (a child) is to wash both his hands and not
only one.

Another example is (206). lus- ‘engage in a rhythmical activity’ is conventionally used with
the detransitivised frame with the objects cham ‘song’ (cham lus- ‘sing’) and lak ‘dance’ (lak lus-
‘dance’). However, (206) contains a contrast between several songs that can be sung at the Wad-
hangmi festival and the only possible dance on that occasion, so lak lus- is exceptionally used with
the transitive frame:

(206) a. Wadhanmina, ekdam akka cham lu-ma ni-na-nin.
wadhangmi CTOP very 1s  song do-INF know.to-1sS-NEG.[SUBJ.JNPST
‘On Wadhangmi I don’t know at all how to sing (songs). (CLC:chintang sahid.223)
b. Lak lu-ma na  akka ekdam nis-u-ku-n.
dance do-INF CTOP 1s  very  know.to-3[s]O-IND.NPST-1sA
‘(But) I know very well to dance (the dance). (CLC:chintang_sahid.225)

Other composite activities with conventional S/A detransitivisation are kok ca- [rice eat] ‘eat, have
a meal’, manla khag- [augury watch] ‘inspect the augury’ (at the Wadhangmi festival), nalin tept-
[face wash] ‘wash one’s face’, topi wat- [hat put.on] ‘put on/wear a hat’ (also with other clothes),
thal-a (wa)lekt- [plate-NTVZ wash] ‘do the dishes’, tei? wadhapt- [clothes wash] ‘wash clothes’.
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2.6.5.3 Complex predicates

Complex predicates in Chintang can be defined as combinations of an abstract noun coding a state
of affairs and called “N” below with one of the light verbs lis- ‘be, become, happen’, numd- ‘do’,
or mett- ‘do to, do with’. The light verb that is of interest in the present context is numd-?' If N
is assigned a role by numd- it is P. Below is a first example of the complex predicate kama numd-
‘work’ with an intransitive verb form:

(207) Milane kam-a numd-a-kt-e.
Milane work-NTVZ do-PST-IPFV-IND.PST[.3sS]
‘Milane was doing work/working.’ (CLC:warisama_talk.417)

In most complex predicates N is a Nepali noun (e.g. kam-a < Nep. kam), but there are also a few
combinations with Chintang (man ‘prayer’ + numd- = ‘pray, worship’) and English nouns or verbs
(phon ‘telephone, phone call’ + numd- = ‘phone’). All these nouns semantically oscillate between a
referential and a predicational reading. One can ‘do a job’ or ‘work’, ‘perform a ritual’ or ‘worship’,
‘make a call’ or ‘phone’. However, formally they behave quite differently from each other in two
important respects. One is whether N can be construed as an independent referent occupying P
and can accordingly be used with the detransitivised and the transitive frame. This is possible, for
instance, with kama numd-:

(208) a. Lo, hani-na ba-i etti kam-a numd-a-n-u-m-a!
okay 2p-ERG PROX-LOC; this.much work-NTVZ do-IMP-2p-3[s]O-2A-IMP
‘Okay now, do this much work here!’ (CLC:story_tiger.061)
b.  Utti khei?ya=ta  akka mi=kha themthemthem=kha kam-a
then TMP.ABL=FOC 1s small=NMLZ, various=NMLZ, work-NTVZ

numd-a-k-e-h-€.
do-PST-IPFV-PST-1sS-IND.PST
‘After that I had various small jobs’ (CLC:lifestory JK.17)

Other complex predicates such as bola numd- ‘make an effort’ do not allow the transitive frame:

(209) *Bol-a numd-o-ko.
effort-NTVZ do-3[s]O-IND.NPST[.3sA]
‘He makes an effort’ (elicitation SAR 2011)

The other point in which complex predicates differ is whether they allow an additional argument
besides N. This is neither possible with kama numd- nor with bola numd-, although semantically
an additional P would be conceivable here, e.g. ‘work on’ and ‘struggle for’. An example for a
complex predicate that can do this is bihe numd- ‘marry’, for which there are two possibilities.
Marriage is considered an inherently reciprocal activity in Chintang, so a marriage partner can
only be marked by the comitative, A getting S-AGR (210a). However, bihe numd- can also mean
‘marry off’, in which case T is marked by NOM and gets O-AGR and G (if overt) is marked by LOC
(210Db).

(210)  a.  Kina akka the=kha~kha-nin=Ie biha  num-ma-7a=kha.
SEQ 1s  big=NMLZ,~INTENS-COM=RESTR marriage do-1sS-IND.NPST=NMLZ,
‘And I will only marry one that is really big. (CLC:mouse_ story.133)

b. Ram-e u-ppa-ko car-jana u-chau-ce
Ram-NAME.NTVZ 3sPOR-father-GEN four-HUM.CLF 3sPOR-child-ns
u-yun-no. Abo hicci-ban bihe numd-o-s-u-c-e.

3[p]S-be.there-IND.NPST now two-HUM.CLF marriage do-30-PRF-30-ns-IND.PST[.3s5A]
‘Ram’s father has four children. Now he has married off two.” (elicitation SAR 2011)

2Jjs- is intransitive and thus irrelevant to S/A detransitivisation. mett- is a double object ditransitive verb, so O-AGR is
linked to G, the manipulated object. It is an interesting question whether mett- and frequent N merge to such an extent that
N should no longer be considered T but part of the predicate (G thereby becoming P); however, this has nothing to do with
S/A detransitivisation.

94



2.6. FUNCTIONAL PROPERTIES OF S/A DETRANSITIVISATION

N meaning with numd- O-AGR with N additional argument
bihe  ‘marry’ 0/37 (0%) ‘marry P-COM’ (no O-AGR) or
‘marry T-NOM off to G-LOC’ (O-AGR)
bola  ‘make an effort’ 0/14 (0%) no
gali ‘insult’ 1/15 (7%) ‘insult P-NOM’ (normally with pid- ‘give’)
kama ‘work’ 14/78 (18%) no
khela  ‘play’ 2/227 (1%) ‘play with P-NOM’
man  ‘pray, worship’ 6/65 (9%) no
pas ‘pass (an exam)’ 0/21 (0%) ‘pass P-NOM’
phon  ‘phone’ 14/16 (88%) ‘phone P-NOM’
siya  ‘bow, greet’ 2/11 (18%) ‘bow to/greet P-NOM’

Table 2.9: Properties of complex predicates

Complex predicates that allow an additional argument often do not allow for an independent con-
ceptualisation of N:

(211)  Hun-ce(*-pa) ramma kai?-ma=go biha u-numd-e.
MED-ns-ERG joy come.up-INF=NMLZ; marriage 3[p]S/A-do-IND.PST
‘They had a joyful marriage’ (elicitation RBK 2010)

Table 2.9 is a summary of the properties of some of the most frequent complex predicates in the
CLC. The frame frequencies in brackets are relative to the number of all unambiguous frames (that
is, unambiguous S/A detransitivisation or transitivity with either N or an additional argument).

For the majority of N in the table the ratio of S/A detransitivisation and the transitive frame
(both as triggered by N) is reversed as compared to the normal situation, S/A detransitivisation
being by far the most frequent frame. Several N (bihe, bola, gali, pas) do not allow O-AGR at
all. The English N pas and phon behave exceptionally in being (almost) incompatible with S/A
detransitivisation. Whereas for pas the reason for this is quite clear (pas has an additional P, the
exam, in all 20 remaining cases), the behaviour of phon is unexpected. While it is the case that a
phone call is easier to conceptualise as an independent referent than a “pass”, the same is all the
more true of N like kama ‘work, job’, which do not have similarly high proportions of O-AGR.
What’s more, although one almost always calls somebody when one makes a call, the callee only
rarely triggers O-AGR (2 instances). Presently these facts cannot be explained.

Fortunately they do not influence the big picture, which is that complex predicates collocate
with S/A detransitivisation. The question is whether this is because N and the light verb are fused
to such a degree that they have to be viewed as a whole as an intransitive predicate or because N
has properties that make it akin to normal detransitivised P. All in all the second solution seems to
have more arguments on its side:

e It maintains parallelism between form and function — N is morphosyntactically and func-
tionally independent, so it looks like an argument in every respect.

e It pays reference to the fact that N and normal detransitivised objects are functionally simi-
lar: the N in complex predicates is never quantifiable when the predicate is inflected intran-
sitively.

e It explains why some N can trigger O-AGR under the same conditions as other nouns.

Neither solution is very good at dealing with additional arguments. A fused intransitive pred-
icates should not allow such an argument at all. On the other hand, a predicate with N as its
P does not have a slot for an additional argument, so one would have to assume an alternation
between a monotransitive frame (N=P) and a ditransitive frame (N=T or G). However, N and addi-
tional arguments do not always map nicely to the ditransitive role set. While for the “ditransitive”
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variant of phon numd- it is intuitive that the callee should be G and accordingly phon should be
T, it is completely unclear which roles khela and the playee are mapped to since neither of them
moves, whether physically or metaphorically. Moreover, N does not seem to have any referential
properties in the presence of an additional argument.

I would therefore advocate a view where both variants of khela numd- and similar complex
predicates are monotransitive. When there is no additional argument, N itself functions as P. When
there is an additional argument, N loses its argument status and is semantically truly fused with
the verb so that the additional argument can occupy P.

Beside complex predicates with a nominal component there are also combinations with Chin-
tang reduplicated adverbials (212) and Nepali adjectives (213) that express a single meaning. Since
these components are not interpretable as P, they are always used with the intransitive frame when
there is no additional argument:

(212) Cha-ce=yan pheri carko=ta chululu-wa u-num-no?.
child-ns=ADD again very=FOC fidgety-ADVZ 3[p]S-do-IND.NPST
“The children are also really being fidgety again’ (CLC:CLLDCh4R02501.0885)

(213) Utti bela cai  mimon khebak dhilo numd-a-ns-e=pho.
that.much time RETRV allittle crab  late do-PST-PRF-IND.PST[.3sS]=REP
‘At that time, they say, the crab had become a bit late’ (CLC:khebak _tale.092)

2.6.5.4 Pieces of information as objects

There are two types of verbs coding the expression of information, verba dicendi and verba cogitandi.
Since these are functionally alike and formally behave identically in Chintang, it is convenient to
treat them as one class. All verbs coding the expression of information are transitive. Here is a list:

cekt- ‘say, speak, speak about, tell’ (monotransitive)

dumd- ‘think about, ponder’ (monotransitive)

lott- ‘speak (a language)’ (monotransitive), ‘tell, bring across’ (double object ditransitive)
lud- ‘say to, tell’ (double object ditransitive)

lus- ‘tell, recite, sing’ (monotransitive), ‘tell’ (double object ditransitive)

lutt- ‘tell for, explain’ (double object ditransitive)

mitt- ‘think, think of, remember’ (monotransitive), ‘consider, think of as’ (double object di-
transitive)

nis- ‘know’ (monotransitive)

e yok-mett- ‘tell, inform about’ (double object ditransitive)

Here we are only interested in those verbs that have the piece of information as their O, that
is, cekt-, dumd- and pis- and the monotransitive variants of mitt- and lus-. The examples below
illustrate the transitive use of these verbs.

(214) Thitta bhanai  u-cekt-o-ko.
one statement 3[p]S-say-3[s]O-IND.NPST

‘They have their saying’ (CLC:exp_wadh DK.256b)
(215)  Dumd-u-m kina cekt-u-m-kha-m-ne-na hun=go

ponder-3[s]O-[SUBJ.]1pA SEQ say-3[s]O-1pA-CON-[SUBJ.]1pA-OPT-INSIST MED=NMLZ,

tundum.

matter

‘Let’s think about that matter and try to speak about it. (CLC:chintang now.1154)
(216)  A-kam-ce-nin khel-a numd-i-na=go

1sPOR-friend-ns-COM game-NTVZ do-1pS-[SUBJ.]e=NMLZ;,

mitt-u-n-sed-u-h-¢é kina.

think.of-3[s]O-1sA-DYSF.TR-3[s]O-1sA-IND.PST SEQ

‘T thought of how I played with my friends. (CLC:ctn_katha.009)
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(217)  Paile=go katha-ce lus-u-ku-ce e

earlier=NMLZ; story-ns tell-30-IND.NPST-[3sA.]3nsO or

‘He tells stories from the old times, huh?’ (CLC:chintang now.580)
(218)  Phidan u-kott-a-kt-a=go nis-u-ku-n=ta.

ginger 3[p]S-carry-PST-IPFV-PST=NMLZ; know-3[s]O-IND.NPST-1sA=FOC
‘Tknow that they were carrying around ginger’
(CLC:phidang_talk.085 + elicitation RBK 2012)

As the sentences show, the piece of information in O can be coded via a noun (bhanai ‘saying’,
tundum ‘matter’, katha ‘story’) or via a complement clause (khela numdinago ‘how/that we played’,
phidan ukottaktago ‘that they were carrying ginger’). Note that with complement clauses as the
one in (218) S/A detransitivisation is impossible. This is because in order to be able to say that one
knows a fact one has to be able to identify it.

Such examples are, however, not representative. Only dumd- and [us- are normally used as
shown above. By contrast, the two most frequent verbs in this class, cekt- and mitt-, are much
more frequently found in a different construction where the citation particle =mo is used and the
verb is detransitivised:

(219) a. Akka ko-si khai?-yar=mo u-cek-no.
1s  walk.around-PURP go-[SUBJ.NPST.]1sS=CIT 3[p]S-say-IND.NPST
‘They say “I'm going for a walk”’ (CLC:tangera 05.058)
b.  Mek=mo cek-no elo.
mek=CIT say-IND.NPST[.3sS] or
‘It (the goat) says “mek”, doesn’t it?’ (CLC:CLLDCh1R06S04.0812)
(220) Kam-ma ekdamsita mai-pi-no=mo u-mif-no cha-ce.
friend-ERG a.lot 1piO-give-IND.NPST[.3A]=CIT 3[p]S-think-IND.NPST child-ns
‘The children think “Friends give us a lot.”’ (CLC:CLLDCh1R03S01.0371)

Note that there is no difference in Chintang between direct and indirect speech, so (219a) could also
be translated as “They say they’re going for a walk’ and (220) as “The children think that friends give
them a lot’. =mo marks that the preceding elements cannot be interpreted in the present context,
either because they have been uttered or thought in a different context than that of the speech act
situation as in (219a) and (220), or because they only refer to themselves as mek in (219b). Thus,
although the clause or word marked by =mo (the “citation”) formally takes the place of P, its referent
is no longer a piece of information but a linguistic expression potentially containing information.

This kind of referent resembles open referents (cf. section 2.6.2). In the case of open reference,
the link between a pointer and a referent cannot be established yet at speech time in the mental
space in focus. In the case of citations, the pointer can be linked to a linguistic expression, but what
really would be of interest is the meaning of that expression (if there is one).

Similarly as with open referents, quantifiability does not matter for citations because of their
special referential properties. For instance, in (221) it is completely clear from the context that the
mouse only said a single sentence, yet that sentence triggers S/A detransitivisation in the matrix
(NOM on the A sencak):

(221) Them=yan manche? nan ba-i? na=mo  cekt-e=pho ni sencak.
what=ADD be.not.there but PROX-LOC, CTOP=CIT say-IND.PST[.3sS]=REP ASS mouse
‘The mouse said “But there is nothing here at all!™ (CLC:story_cat.136)

S/A detransitivisation with citations is grammaticalised to such a degree that the transitive frame
has become ungrammatical after mo in most cases:
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(222)  Pai=go bihe-be lak  lu-no=mo u-cek-no/
today=NMLZ; wedding-LOC; dance do-IND.NPST[.3sS]=CIT 3[p]S-say-IND.NPST
“u-cekt-o-ko.
3[p]A-say-3[s]O-IND.NPST
‘They say that there will be dancing at the wedding today. (elicitation DKR 2010)

There are only two possible exceptions to this rule. One is where a citation is heard so often that it
can be considered to have acquired a distinct referential identity:

(223) a. Hun=go khali=ta  namaste=mo cek-no.
MED=NMLZ, always=FOC namaste=CIT say-IND.NPST[.3sS]

‘He always says “Namaste”’ (elicitation PRAR 2010)
b.  Hui-sa-na khali=ta  namaste=mo cekt-o-ko.

MED-OBL-ERG always=FOC namaste=CIT say-3[s]O-IND.NPST

‘He always says his namaste’ (elicitation PRAR 2010)

The other possibility is when something that has been said or thought is immediately referred back
to by another predicate so that it becomes identifiable as a referent:

(224)  Akka numd-u-ku-n-nin=mo cekt-a-n=go/ cekt-u-n=go hana
1s do-3[s]O-IND.NPST-1sA-NEG=CIT say-PST-1sS=NMLZ, say-3[s]O-1sA=NMLZ; 2s
a-khems-e?
2[s]S/A-hear-IND.PST
‘Did you hear that I said I won’t do it?’ (elicitation DKR 2010)
(225) Temma lis-e=mo u-cek/ u-cekt-o
nice become-IND.PST[.3sS]=CIT 3[p]S-say[.SUBJ.NPST] 3[p]A-say-[SUBJ.NPST.]3[s]O
nuseyan akka hun=go mai-khem-ma num-ma-7a.
CONCS 1s MED=NMLZ; NEG-hear-INF do-1sS-IND.NPST
‘Even if they say it’s nice I don’t listen to it. (elicitation DKR 2010)

2.6.5.5 S/A detransitivisation with adverbials

The verb numd- ‘do’ is frequently used with modal adverbs derived from demonstrative roots by the
suffix -khi? [MOD)] and its derivates (-khi7nin and -khi?ni [METHOD] < -khi?-nin [MOD-COM],
-khi?ni [MOD-DIR]). The most common frame in this constellation is the detransitivised one:

(226)  Hui yo-khi num-no.
MED DEM.ACROSS-MOD do-IND.NPST].3sS]
‘He does it like that’ (CLC:CLLDCh2R02S06.961)

Since the most natural translation of (226) into English involves it, these sentences can create the
impression that the modal adverb itself occupies the role of P. However, a translation more faithful
to the structure of Chintang would be ‘He acts like that’ or even better, ‘He does things like that’
with a non-quantifiable object things. That such an object can indeed be assumed is shown by
the rare case of modal adverbs being used with the transitive frame, which requires a quantifiable
object referent:

(227)  Ba-khi?  numd-o-kh-o i-tan!
PROX-MOD do-3[s]O-CON-[IMP.2sA.]3[s]O 2sPOR-hair
‘Make your hair like this!’ (CLC:CLLDCh3R06S05.544)

Nevertheless, it is possible that modal adverbs make it possible to drop non-quantifiable objects
more easily in this construction than elsewhere because they make up for the informational gap
left by the omitted object. This is also seen with other, non-demonstrative modal adverbs:
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(228)  Hale, chito numd-i!
let’s.go quick do-[SUB].]1p[i]S
‘Let’s go, hurry up (let’s do things quickly) now!’

(229)  Kani bekle  mitt-i-ki.
1pi different think-1p[i]S-IND.NPST
‘We think differently (about things). (CLC:tangkera 05.073)

One rather special word with mixed adverb/noun characteristics is an. This word regularly has to
be translated into English using what:

(230) a. An lis-e?
what happen-IND.NPST[.3sS/A]
‘What happened?’ (CLC:CLLDCh3R11512.278)
b. Lo? kina Monu esari an num-no?
okay SEQ Monu lately what do-IND.NPST][.3sS]
‘Okay, and what is Monu doing these days?’ (CLC:Tel talk 01.022)

Nevertheless it is morphologically different from interrogative nouns like sa- ‘who’ and them ‘what’
in that it can neither carry the non-singular suffix -ce (vs sa-ce ‘which people’, them-ce ‘which
things’) nor any case markers (vs e.g. sa-na [who-ERG], them-be [what-LOC,]). Thus from this
viewpoint, it rather looks like another modal adverb.

However, differently from the modal adverbs above, an can not be used with the transitive
frame (231). In order to add an object that yields the transitive frame, an has to be combined with
double object ditransitive mett- ‘do to, do with’ so that an occupies the role of T (232).

(231) *Ap a-numd-o-ko?
what 2[s]S-do-3[s]O-IND.NPST

‘What are you doing?’ (elicitation RBK 2010)
(232) Samjhana-na dabai-ce an  mett-u-ns-u-c-e?

Samjhana-ERG medicament-ns what do.to-30-PRF-30-ns-IND.PST[.3sA]

‘What has Samjhana done with the medicaments?’ (CLC:CLLDCh3R03S02a.754)

This is not because it is interrogative. Interrogative nouns are fully compatible with both frames,
and so is the quasi-synonymous modal adverb ho-khi? [which-MOD]:

(233) a. Maila them ca-no?
second.son what eat-IND.NPST/[.3sS]

‘What is Maila eating?’ (CLC:CLLDCh4R06501.1395)
b. I-them a-copt-o-ko ettikhera somma?
2sPOR-what 2[s]A-look.at-3[s]O-IND.NPST this.time TERM
‘What are you looking at (on you) that long?’ (CLC:CLLDCh3R06S05.341)
(234) a. Pacchena  abo pakku cahi  ho-khi  a-numd-a-ns-e?
later ~ CTOP now younger.uncle RETRV what-MOD 2[s]S-do-PST-PRF-IND.PST
‘And then later what did you do, uncle?’ (CLC:chintang now.1397)

b. Ho-khi numd-o-ko?
which-MOD do-3[s]O-IND.NPST[.3sA]
‘How does he do it?’ (CLC:CLLDCh4R06503.0867)

The hybrid behaviour of ar can be easily accounted for if we take a closer look at its semantics. In
contrast to them, an cannot refer to quantifiable referents. This explains why them can be pluralised
(them-ce ‘what things’) but an can’t and also why ap is incompatible with the transitive frame.
Another, related property of ap is that it can only be used with highly abstract referents that would
be hard to track, anyway. Whereas them can be combined with any verb, an only collocates with a
few frequent verbs having a NOM-marked argument position matching these characteristics, viz.
lis- ‘be, become, happen’, numd- ‘do’, mett- ‘do to, do with’, cekt- ‘say’, and lud- ‘tell’. We therefore
do not have to assume a one-member part of speech for an but can simply say that it is a noun
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whose morphosyntactic characteristics are predictable from its semantics.

2.6.5.6 Complement clauses with intransitive infinitives

As we have seen in section 2.3.5.3 and section 2.3.5.4, there are a number of constructions in which
a transitive matrix is combined with an intransitive embedded frame. Here we are only interested
in those cases where the embedded clause can be viewed as the P of the matrix verb. All these
constructions use the infinitive. The list below is repeated from section 2.3.5.3.

e {A-ERG P-[V.NONF] V-a(A).o(V.NONF)}
e {A-ERG/NOM P-[V.NONF] V-a(A).o(V.NONF)}
o {A-NOM P-[V.NONF] V-s(A)}

Below is one example for each complex frame.

(235) Sa-na  im-ma tog-o-ko-nin?

who-ERG sleep-INF get-3[s]O-IND.NPST[.3sA]-NEG

‘Who doesn’t get to sleep?’ (elicitation SAR 2011)
(236) Fkhuwa(-na) tuk-ma puns-o-ko?

2sPOR-wound-ERG ache-INF start-3[s]O-IND.NPST[.3sA]

‘Does your wound start aching?’ (elicitation RMR 2011)
(237) Ram-e wacak-ma ni-no.

Ram-NAME.NTVZ swim-INF know-IND.NPST[.3sS]

‘Ram can/knows how to swim. (elicitation SAR 2011)

These constructions are of interest because there is the question to what extent the behaviour of
infinitival P parallels that of nominal P. There is indeed an interesting pattern at work here: the
choice of the complex frame can be partially predicted on the base of the telicity of the matrix verb.
All telic matrix verbs have dummy 3sO-AGR:

chitt- ‘find the time to’

let- ‘stop doing’

mund- ‘forget to’

nad- ‘reject to’
pukt-/puns-/phind- ‘start to’
tok- ‘get to’

By contrast, all atelic matrix verbs only have S-AGR:

hid- ‘be able to’
lapt- ‘be about to’
mitt- ‘like to’

pis- ‘know to’

What telicity does not predict is the case of A — chitt-, nad- and tok- have A-ERG, the remaining
verbs in the first group have A-ERG/NOM. Also note that there is one exception — kond- in the
sense ‘want, try’ is atelic but has A-ERG and 3sO-AGR. Nevertheless, all infinitives of punctual
matrix verbs behaves like transitive O with regard to O-AGR, and the majority of infinitives of
atelic matrix verbs behave like detransitivised O. This makes sense insofar as punctual events have
temporal boundaries on either side and do therefore loosely correspond to quantifiable referents,
whereas atelic events do not have an inherent end point and are thus similar to non-quantifiable
referents.

There is one major difference, though: if the infinitive behaved perfectly parallel to nominal P, it
should be its own telicity and not that of the matrix which trigger S/A detransitivisation. However,
atelic matrix verbs will even have S-AGR when the embedded verb has temporal boundaries (238),
and telic matrix verbs will even have O-AGR when the embedded event does not have temporal
boundaries (239).
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(238)  I-chau ek minet ep-ma  hi-no?

2sPOR-child one minute stand-INF be.able-IND.NPST][.3sS]

‘Can your child stand (upright) for a minute?’ (elicitation RMR 2010)
(239) Utti ghari  yo-7ni bha-i?-ni  ko-ma

that.much TMP.LOC DEM.ACROSS-DIR; PROX-LOC; wander-INF

led-and-u-ns-u-h-é.

stop-COMPL;-3[s]O-PRF-3[s]O-1sA-IND.PST

‘At that time I had stopped wandering around’ (elicitation RMR 2010)

Thus, although there are some interesting parallels between S/A detransitivisation and the be-
haviour of matrix verbs with intransitive embedded frames, there are too many formal and func-
tional differences to posit a synchronic link between the two constructions.

2.6.6 Some irrelevant variables

The preceding sections have shown that specificity is the central factor conditioning S/A detransi-
tivisation and that this is in turn highly correlated with quantifiability. The quantitative data that
will be presented in section 2.7 will further strengthen this picture. The other side of the centrality
of specificity is that a lot of variables which are known to have an impact on O marking in other
languages or which could be imagined to do so are not needed for the explanation of S/A detransi-
tivisation in Chintang in that they don’t add anything to what is already predicted by specificity.

These variables are briefly touched upon in this section. I included them because irrelevant
variables (as absent things in general) are rarely talked about in linguistics and also because my
initial elicitation work included the exploration of the relevance of a variety of variables, anyway.
This section is, however, not meant as a comprehensive treatment of possible other factors in S/A
detransitivisation, nor does it give any kind of proof that individual variables do not play any role
in it — such a proof would not be trivial. Instead, a few examples are given for each variable which
contrast very clearly and where one would thus expect a formal effect if the concerned relevant
was functionally relevant.

2.6.6.1 Animacy and power of O

Animacy can be freely combined with S/A detransitivisation. The sentence below is a kit for six
sentences (three animacy levels multiplied with two frames), all of which are grammatical.

(240)  Akka ma?mi/gohi/luntak  khag-u-h-é/khag-e-h-é.
1s  person/crocodile/stone see-3[s]O-1sA-IND.PST/see-PST-1sS-IND.PST
‘T saw a person/crocodile/stone.’ / ‘I saw people/crocodiles/stones.” (elicitation RBK 2010)

The related variable of power of O is likewise irrelevant. Both powerful and powerless animate
beings can be freely combined with both frames:

(241)  Akka asinda  jangal-a-be bhalu/cikiyan
1s  vyesterday jungle-NTVZ-LOC; bear/ant
khag-u-h-é/khag-e-h-é.
see-3[s]O-1sA-IND.PST/see-PST-1sS-IND.PST
‘Yesterday in the jungle I saw a bear/an ant’ / ‘Yesterday in the jungle I saw bears/ants.
(elicitation PRAR 2010)

2.6.6.2 Alienability of O

There is a strong yet predictable effect of possession on S/A detransitivisation (see section 2.6.4.2
for details). Alienability is hard to disentangle from possession, but one context where this is pos-
sible are conventionalised processes (section 2.6.5.2) like hand-washing, where possessed referents
need not be marked as possessed. Here, alienable and inalienable referents alike occur with S/A
detransitivisation:
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(242)  Ram-e muk wachi-no.
Ram-NAME.NTVZ hand wash-IND.NPST[.3sS]
‘Ram washes (his) hands’ (elicitation PRAR 2010)

(243) Ram-e thal-a wachi-no.
Ram-NAME.NTVZ plate-NTVZ wash-IND.NPST[.3sS]
‘Ram washes plates / does the dishes’ (elicitation PRAR 2010)

2.6.6.3 Kinship

It is hard to find examples of detransitivised clauses with a kinship term in O because the number of
relatives of one kind is usually easy to overlook so that the transitive frame is the default. However,
examples such as the following are possible:

(244)  Ak-ko a-yanme-ce u-bhun kina kuneikunei
1s-GEN 1sPOR-grandchild-ns 3[p]S-be.much[.SUB].NPST] SEQ some
mikseikhan-na-7a-nin.
recognise-1sS-IND.NPST-NEG
‘My grandchildren are so many that I don’t recognise some of them’
(elicitation SAR 2011)

2.6.6.4 Social distance to and rank of O

Both of these related variables are irrelevant, as shown by the following pairs of examples. Friends,
strangers, knowledgeable elders, and (poor) exchange workers in O can all be used with the de-
transitivised frame under appropriate conditions:

(245)  Akka kam/bidesi  khag-u-h-é/khag-e-h-e.
1s friend/stranger see-3[s]O-1sA-IND.PST/see-PST-1sS-IND.PST
‘I saw a friend/stranger.” / ‘T saw friends/strangers’ (elicitation SAR 2011)

(246) a. Weitnakma ghari  pujari-na budha-ce katt-u-c-e.
rainritual  TMP.LOC priest-ERG elder-ns  bring.up-30-3nsO-IND.PST[.3sA]
‘At the time of the rain ritual the priest invited the elders (to come up to the mountain
where the ritual is performed).
b.  Wei?nakmak ghari  pujari budha katt-a-ns-e.
rain.ritual TMP.LOC priest elder bring.up-PST-PRF-IND.PST[.3sS]

‘At the time of the rain ritual the priest invited elders. (elicitation SAR 2011)
(247)  Akka boniwala patt-u-s-u-h-é/patt-a-s-e-h-e.
1s exchange.worker call-3[s]O-PRF-3[s]O-1sA-IND.PST/call-PST-PRF-PST-1sS-IND.PST
‘I called an exchange worker. / I called exchange workers. (elicitation SAR 2011)

2.6.6.5 Discourse topicality of O

Discourse topicality is likewise irrelevant to S/A detransitivisation. An O referent that is mentioned
for the first time can be used with the transitive frame when it is trackable, as the crab in the last
clause in (248), where the frame is indicated by the ERG on the postposed A.

(248)  Hun=go wacak-ma  hid-e kina bahira lond-e kina
MED=NMLZ take.bath-INF finish-IND.PST[.3sS] SEQ outside go.out-IND.PST[.3sS] REP

pho lunghek-ko kap-a-be thitta khebak copt-e pho
stone-GEN crack-NTVZ-LOC; one crab see-IND.PST[.3sA] REP MED-OBL-ERG

hui-sa-na.

‘After he finished swimming and came out (from the river), he saw a crab in a crack on a
stone. (CLC:khebak_tale.009-010)
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Conversely, a referent that has been mentioned many times before can be used with the detran-
sitivised frame as long as a non-trackable subamount of it is affected. In the group of examples
in (249), rice and religious practices connected to it have been the subject of the conversation for
quite a few sentences, but since not exactly the same rice is affected every time, the frame keeps
oscillating between transitive and detransitivised.??

(249) a. Ma, kokna  hun=go-i? u-thuk-nik-nin=kha nan.
Q rice CTOP MED=NMLZ-LOC; 3pS-cook-IND.NPST-NEG=NMLZ, but
‘But they don’t cook rice there, do they?’ (CLC:phidang_talk.381)

b.  Hokko-i?-ya u-tad-o-ko?
which-LOC,-ERG 3pA-bring-3[s]O-IND.NPST
‘Where do they bring it from?’ (CLC:phidang_talk.381)
c. Kok u-bhokt-o-ko... hun=go-i? u-thuk-no ni.
rice 3pA-stick.on-3[s]O-IND.NPST MED=NMLZ-LOC; 3pS-cook-IND.NPST ASS
“They stick rice (on that stone), and... they cook it right there’
(CLC:phidang_talk.382-383)

2.6.6.6 Contrastive focus on O

Contrastive constituent focus is possible with both transitive and detransitivised O, as shown by
(250a) and (250Db):

(250) a. Akka ma?mi khag-u-h-¢, pi? cai  maha?.
1s  person see-3[s]O-1sA-IND.PST cow RETRV be.not
‘I saw a human, not a cow’

b.  Hun=go murali muf-no, basuri cai  maha?.
MED=NMLZ; a.type.of.flute blow-IND.NPST[.3sS] a.type.of.flute RETRV be.not
‘He plays the murali flute, not the basuri’ (elicitation RBK 2010)
2.6.6.7 Tense

Tense is not only well known to be frequently relevant to DAM but is also closely related to aspect,
which was shown to interact (if in predictable ways) with S/A detransitivisation in section 2.6.4.3.
Nevertheless, no direct effect on S/A detransitivisation was found. Both nonpast (251a) and past
(251Db) can be freely combined with the transitive and the detransitivised frame.

(251)  a. Akka ma?mi kha-u-ku-n/khan-na-7a.
1s person see-3[s]O-IND.NPST-1sA/see-1sS-IND.NPST
‘T see somebody/people’

b. Akka ma?mi khag-u-h-é/ khag-e-h-é.
1s person see-3[s]O-1sA-IND.PST see-PST-1sS-IND.PST
‘I saw somebody/people. (elicitation PRAR 2010)

2.6.6.8 Typicality of A

Typicality of A is an important factor in Nepali DAM, so initially the possibility was considered
that DAM in Chintang could be independent of DAGR and depend on similar factors as in Nepali.
This is, however, not the case, as shown by (252). Although mum is the prototypical rice-cooker in
a Nepalese family, she is marked by the nominative in (252a) just like the third son in (252b). The
reason is, of course, the non-specificity of O.

20ne can of course argue in this case that there is no single referent but several referents that overlap only partially. If
reference is taken in this strict sense, the detransitivised frame indeed never occurs with highly topical referents, because
whenever a referent is being tracked and the criteria for identifying instances of it with each other are clear it will always get
O-AGR. But this is not because the referent is highly topical but because prolonged tracking of a strict referent presupposes
specificity.
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(252) a. A-mma kok thuk-no.
1sPOR-mother rice cook-IND.NPST][.3sS]
‘Mum cooks rice.
b. Maila kok thuk-no.
third.son rice cook-IND.NPST][.3sS]
‘Maila cooks rice! (elicitation PRAR 2010)

2.6.6.9 Volitionality

Volitionality is another factor that is rather connected to A than to O marking. Since S/A detransi-
tivisation includes DAM, this factor was also tested. (253) and (254) each show one volitional and
one non-volitional action. The sentences in (253) are transitive, those in (254) are detransitivised,
so the two factors can be freely combined:

(253) a. Asinda Ram-e-na akka hend-u-ns-u-n=go
yesterday Ram-NAME.NTVZ-ERG 1s  make-3[s]O-PRF-3[s]O-[SUB]J.]1sA=NMLZ,
arkha jamma thu-o-ns-e.
alcohol all drink-3[s]O-PRF-IND.PST[.3sA]
“Yesterday Ram drunk all the alcohol I had made’

b.  Kina arkha-na sed-e kina c-o=go jamma
SEQ alcohol-ERG kill-IND.PST[.3sS/A] SEQ eat-[SUBJ.3sA.]3[s]O=NMLZ, all
pes-o-ns-e.
throw.up-3[s]O-PRF-IND.PST[.3sA]
“Then he got drunk and threw up all that he had had’ (elicitation SAR 2011)
(254) a. Asinda Ram-e sapphi arkha thu-a-ns-e.

yesterday Ram-NAME.NTVZ alot  alcohol drink-PST-PRF-IND.PST[.3sS]
“Yesterday Ram drank a lot of alcohol’

b.  Kina arkha-na sed-e kina guwakguwak
SEQ alcohol-ERG kill-IND.PST[.3s>3s] abundantly throw.up-PST-PRF-IND.PST[.3sS]
pes-a-ns-e.

‘Then he got drunk and he threw up all over the place’ (elicitation SAR 2011)

2.6.6.10 S/O detransitivisation

Verbs which are known to participate in S/O detransitivisation are not more or less prone to S/A
detransitivisation. For example, hutt- ‘burn’ can do S/A detransitivisation under exactly the same
conditions as any other transitive verb:

(255) a. Ana-chimeki-ce-na kailekaile phohor-a u-hutt-o-ko.
1pePOR-neighbour-ns-ERG sometimes garbage-NTVZ 3[p]A-burn-3[s]O-IND.NPST
‘Sometimes our neighbours burn (a certain amount of) garbage’
b.  Ana-chimeki-ce kailekaile phohor-a u-hu?-no.
1pePOR-neighbour-ns sometimes garbage-NTVZ 3[p]S-burn-IND.NPST
‘Sometimes our neighbours burn garbage’ (elicitation RBK 2010)

(256) shows an S/O detransitivised example from the corpus for comparison:
(256)  Asinda? u-tan hutt-ad-a-ps-e.

yesterday 3sPOR-head burn-COMPL.ITR-PST-PRF-IND.PST{.3sS]
“Yesterday his head got burnt. (CLC:CLLDCh1R06S02.0318)
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2.7 Quantitative analysis based on corpus data

2.7.1 Introduction

For the quantitative analysis, parts of the Chintang Language Corpus (see section 0.4) were an-
notated for the central variable of quantifiability and various related information. The annotation
was done by a German student of linguistics, who was writing her Master’s thesis at the relevant
time, and by myself. The guidelines the annotation was based on will be summarised below. The
full guidelines can be found in the appendix (Appendix A). Altogether 6606 sentences containing
28,345 words were annotated. The annotations were checked for consistency and extracted from
the corpus using Perl scripts (attached in the appendix, sections C.2, C.1). The final analysis was
done with R (R Development Core Team 2012) based on a CSV file output by the Perl scripts (see
appendix C.3).

Counting proportions of frames in all sentences is not completely trivial. First, there is the
question as to whether all possible frames should be considered (including frames resulting from
S/O detransitivisation, reflexivisation, causativisation and the like) or whether it is legitimate to
compare only the transitive frame and the S/A detransitivised frame. There are two answers to this,
both pointing into the same direction. First, the two frames of interest together make up about 84%
of all annotated frames, so the remaining frames are negligible in terms of numbers. Second, the
factors conditioning the other alternations are completely different from those conditioning S/A
detransitivisation, so the subset “transitive and S/A detransitivised frames” is meaningful.

Another problem is the large number of cases where morphosyntax is ambiguous with respect
to S/A detransitivisation. The central marker -u [30] is dropped before vocalic suffixes such as -a
[IMP] and -e [IND.PST], so surface verb forms are often indeterminate as to their transitivity. When
in addition A is covert as usual, it becomes completely impossible to tell the two frames apart. Such
cases make up about 34% of all clauses with lexically transitive verbs or about 37% of all clauses that
are either transitive or S/A detransitivised. The indeterminate clauses have to be ignored because
their occurrence is due to factors other than those relevant to S/A detransitivisation, viz. simple
morphological coincidence.

This leaves us with 1368 observations of the transitive and 544 observations of the S/A detran-
sitivised frame. The transitive frame thus covers about 72% of all relevant forms and is clearly the
default choice. Note that this does not contradict the claim made in section 2.4.1 that neither of
the two frames is derived from the other. As we have seen in section 2.6.3.1, the proportion of the
transitive frame varies greatly across different types of referents and is sometimes smaller than
that of the S/A detransitivised frame.

2.7.2 Syntactic annotation and primary variables

The annotation for Chintang started at an early stage in the analysis when it was already clear
that S/A detransitivisation was functionally comparatively simple but other things such as the role
of arbitrary reference, the relation between quantifiability and identifiability, and the full range
of parameters relevant to identification processes had not been discovered yet. For this reason,
quantifiability and identifiability were annotated side by side rather than as facets of one and the
same phenomenon. The applied definition of identifiability was somewhat more conservative than
the radical view presented in section 2.5, and arbitrary reference was not annotated at all. In
addition to quantifiability and identifiability, various syntactic information was annotated that was
not of direct interest to this but to other ongoing research projects on Chintang.

A minimal amount of syntactic structure is represented by the variable domain, which marks
elements that are syntactically associated by identical numeric IDs. For instance, all constituents
(arguments and predicate) of the first sentence in a text get the domain ID 1, those of the next
sentence get 2, and so forth. Nested structures can be indicated by slashes; for instance, 2/1 is the
first clause embedded into sentence 2, and 2/1/3 is recursively embedded into sentence 2 and the
third element on level 2/1. Domains are not directly relevant for S/A detransitivisation but have
a couple of indirect uses. First, they make it possible to locate objects within files easily. Second,
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they establish a link between an object and its predicate. Third, they make the understanding of
annotated texts easier and allow to do some general statistics.

Another basic variable is role. The central roles were S, A, P, T, G with definitions based on
Dowty (1991) and Bickel (2011) with some simplifications. In the definition of ditransitives, actual
or metaphorical movement was taken as the central criterion distinguishing T and G. For copular
clauses, the special labels CT (copular theme) and CR (copular rheme) were used instead of roles.
Three other pseudo-roles were N.EXP (the experiencer noun featuring in the experiential frames),
CSR (for the causor in causatives), and BEN (for an additional benefactor in benefactives).

The other, more directly relevant variables are shown with their values below. All variables
had an additional value x that was to be used in cases of insecurity and that was ignored in the sta-
tistical evaluation. More complete definitions can be found in the appended annotation guidelines
(Appendix A).

o verb class — the lexical class of the verb as defined by its characteristic frame (cf. section 2.3.3):

itr — intransitive

tr — monotransitive

dido — direct object ditransitive
dipo — primary object ditransitive
dioo — double object ditransitive
exptr — transitive experiential
expitr — intransitive experiential
uninf — uninflected verboid

aux — auxiliary

other — any other minor class

O O 0O O 0O 0o 0o O O ©°

e alternation — various syntactic alternations modifying the base frame. Where no alternation
was present this variable stayed empty.

o sad — S/A detransitivisation

o idt — indeterminate as to S/A detransitivisation

o sod — S/O detransitivisation

o refl — reflexive

o recp — reciprocal

o ambrec — ambitransitive reciprocal

o pass — passive

o caus — causative

o ben — benefactive

o cop — copulative frame

o poss — possessive frame

o dumA — dummy A-AGR in the transitive experiential frame
o OtoS — S-AGR with embedded O in infinitival constructions

e quantifiability — as defined in section 2.6.1:

o qnt — quantifiable
o nonq — non-quantifiable

o identifiability — a less sophisticated version of the definition in section 2.5:

o def — identifiable for both speaker and hearer
o spec — identifiable for the speaker only
o idf — identifiable for neither speaker nor hearer

In the initial phase of the annotation, two files were worked through by both annotators in-
dependently and Cohen’s Kappa was calculated. Cohen’s Kappa (Cohen 1960) measures the pro-
portion of interannotator agreement that is not due to chance. Table 2.10 shows the results for the
central variables role, quantifiability, and identifiability.
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observed agreement expected chance agreement Cohen’s Kappa

story_rabbit

role 86% 17% 0.83

quantifiability 93% 78% 0.67

identifiability 95% 78% 0.79
kamce_talk

role 77% 21% 0.71

quantifiability 89% 78% 0.49

identifiability 89% 71% 0.61

Table 2.10: Interannotator agreement for Chintang

As is well known in the literature (e.g. Carletta 1996, Sim and Wright 2005), there is no cutoff
value for Cohen’s Kappa that is meaningful for all applications and thus generally accepted. One of
the first proposals for evaluating Kappa is found in Landis and Koch (1977:165), according to which
most of the values in Table 2.10 indicate “substantial” agreement (Kappa between 0.61-0.80). The
only case where only a “moderate” level of agreement was reached (Kappa between 0.41-0.60) was
quantifiability in the session kamce_ talk. Note, however, that Cohen’s Kappa is not only influenced
by inter-annotator agreement. As noted by Sim and Wright (2005:261), the measure penalises
high probabilities for chance agreement so that the higher this probability the lower Kappa. Both
quantifiability and identifiability have high probabilities for chance agreement between 70 and 80%
because some of their values are much more frequent than others (qnt 76%, def 69%). I therefore
accepted the low value in question as sufficient.

2.7.3 The centrality of quantifiability

The results of the annotation confirm the central role of quantifiability for S/A detransitivisation.
95% of all non-quantifiable O referents co-occur with the S/A detransitivised frame, and 97% of all
quantifiable O referents co-occur with the transitive frame. Unsurprisingly, a Fisher’s exact test
on these numbers indicates an extremely high level of significance (p < 0.01) for the interaction
between the two variables. Figure 2.5 visualises the proportions.

nong gnt

default

sad

Figure 2.5: Quantifiability and S/A detransitivisation
The strength of association between two categorial variables can be measured by the coefficient
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Cramer’s V, which ranges between 0 (no association) and 1 (perfect association). Cramer’s V for
quantifiability and S/A detransitivisation is 0.90. This value is far above anything that is reached
for single variables in Nepali DOM (cf. section 3.6.4). S/A detransitivisation can thus be said to be
linked much more tightly to a single variable and to be functionally less complex than DOM.

For the other variable under investigation, identifiability, the numbers are less easy to read.
While there are clear associations which also do reach significance (p,: < 0.01), the numbers fall
back behind those for quantifiability: 73% of all indefinite O have S/A detransitivisation, and 78/92%
of all specific/definite O have the transitive frame. Figure 2.6 visualises this.

idf ~ spec def

default

sad

Figure 2.6: Identifiability and S/A detransitivisation

Since definiteness was defined in section 2.5 as entailing specificity, it is possible to fuse the
values spec and def to a category with the meaning ‘at least specific’. This category gets the
transitive frame in 91% of all cases and therefore still stays slightly behind quantifiability.

Cramer’s V for identifiability and S/A detransitivisation is 0.64, which is still high compared
to the values for DOM but low compared to the 0.90 reached by quantifiability. Cramer’s V for
identifiability with def and spec fused also rounds to 0.64.

These results are unexpected given the discussion in section 2.5 and section 2.6, where quan-
tifiability was viewed as a precondition for specificity, complemented by arbitrary reference. If
this truly was the case, the fusion of def and spec should have produced equally good or better
predictive results than just quantifiability. However, as mentioned before, the definition of iden-
tifiability used for the annotation reflects an earlier stage of the analysis. Therefore, the aberrant
behaviour of identifiability is rather an artifact of the annotation than a reflex of what is really going
on. In some cases, mismatches between quantifiability and identifiability defined in a somewhat
more conservative fashion point out some interesting differences between various conceptions of
identifiability.

There are two kinds of such mismatches. One are cases where one referent was annotated as
non-quantifiable but also as definite or specific. The majority of these cases can be traced back to
the role of subamounts for quantifiability. As discussed in section 2.6.3.1, it is important whether a
whole referent is affected or just some non-quantifiable subamount. While this distinction should
in principle also be applied to identifiability, this would be somewhat less intuitive and was not
done in the annotation. Consider, for instance, the example in (257):

(257)  Pache ciya kha-pid-e kinana ciya thu-i-he.
then tea 1nsO-give-IND.PST[.3sA] SEQ  tea drink-1p[i]S-IND.PST
“Then she gave us tea and we drank the tea’ (CLC:Lok_yatra.189-190)
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From the perspective of quantifiability it’s immediately clear that not all the tea is affected at once
in the process of drinking but only a subamount, so the referent behind ciya was considered as
non-quantifiable. For identifiability one could also have said that the precise affected amount is
indefinite, but this seemed a bit awkward given the fact that all of the tea, which has just been
mentioned, is much more relevant as a referent than the affected subamount. Therefore, referents
like ciya in last were usually tagged as def.

Similarly, the other kind of mismatch — quantifiable indefinite referents — is to the biggest part
due to examples like those shown in (258) and (259). Here, the O referents are clearly quantifiable
because they are single referents. However, it’s not so clear whether they are also specific or
definite. They are if one takes into account that sometimes very little information may be sufficient
to identify a referent within a certain mental space, but in a more conservative view they are not:

(258)  Sel-a ekthopa ta-ma  u-pi-c-o-nin.

jackal-NTVZ at.all come-INF 3A-allow-d-3[s]O-NEG

‘They wouldn’t allow a jackal to come near at all’ (CLC:ctn_talk01.153)
(259)  Ani-yin=Ile u-nis-o-ko, aru u-nis-o-ko-nin.

1piPOR-language=RESTR 3pA-know-3[s]O-IND.NPST other 3pA-know-3[s]O-IND.NPST-NEG
‘They only know our language, they don’t know (any) other.  (CLC:Durga Exp.55-56)

To summarise, quantifiability is of central importance to S/A detransitivisation. Identifiability
would have been expected to yield the same predictive results under the strict definition presented
in section 2.5, but since its definition for the annotation reflects an earlier stage of 